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Abstract: Contemporary structural biology has an in-

creased emphasis on high-throughput methods. Biomo-

lecular simulations can add value to structural biology via

the provision of dynamic information. However, at present

there are no agreed measures for the quality of biomo-

lecular simulation data. In this Letter, we suggest suitable

measures for the quality assurance of molecular dynamics

simulations of biomolecules. These measures are de-

signed to be simple, fast, and general. Reporting of these

measures in simulation papers should become an ex-

pected practice, analogous to the reporting of comparable

quality measures in protein crystallography. We wish to

solicit views and suggestions from the simulation com-

munity on methods to obtain reliability measures from

molecular-dynamics trajectories. In a database which

provides access to previously obtained simulationssfor

example BioSimGrid (http://www.biosimgrid.org/)sthe user

needs to be confident that the simulation trajectory is

suitable for further investigation. This can be provided by

the simulation quality measures which a user would

examine prior to more extensive analyses.

1. OVERVIEW

For the past quarter century, biomolecular simulations have
been adding value to structural biology via the provision of
dynamic information.1 As genomics move from sequencing
to structural and dynamical considerations, and high-
throughput technologies advance from crystallography to
molecular-dynamics (MD) simulation, this process is occur-
ring with vigor. As the bibliometric data in Figure 1 show,
MD simulation of biopolymers is now becoming a routine
technique. To help this maturation process, standardized
practice should be established in the simulation community,
similar to that in crystallography.2,3 It is already regular
practice to print quality measures in a formulaic table in
published articles reporting crystallographic resultssindeed,
it is surprising if such a table is missing, and the referees
would readily reject the manuscript.

We are hereby initiating a discussion on the appropriate
measures of quality and convergence4 for MD simulation
trajectories of biopolymers. The process of calculating these
measures is designed to be automated for large numbers of
trajectories; hence the set of analyses used for this description
should be general, with minimal interaction of a human
curator. The scientist can then use these measures, along with
sensible comparisons with known experimental data (which
we recognize as essential), to decide whether a specific
trajectory is suitable for further investigation. Our purpose
is to solicit feedback from the simulation community with
regard to the analyses we have chosen and to obtain further
suggestions. We invite the community to express their views
on our choices of measures.

We are motivated to do this by our work in building
BioSimGrid,5 a distributed environment for archiving and
analyzing biopolymer simulations. Other similar databases
are emerging6 (personal communications with Valerie Dag-
gett and Modesto Orozco, http://mmb.pcb.ub.es/MODEL/);
these also require some quality-assurance measures. The
BioSimGrid project was implemented to satisfy the growing
demand for the storage of large amounts of simulation data
which is currently being produced within a number of
laboratories. This environment enables the storage and
analysis of large biopolymer MD trajectories, making previ-
ously logistically difficult comparative analyses and data
curation easier. For example, analyzing large numbers of
trajectories distributed across many laboratories has now
become as seamless through BioSimGrid, as if the data were
produced in the same laboratory. Traditionally, timeseries
of millions of degrees-of-freedom are collected in a biomo-
lecular MD simulation, but only a small fraction of these
are presented in the resulting paper, due to the lifetime of
the project. In this scenario, other laboratories may be
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interested in a trajectory of a biomolecule for which MD
has been done, but without a clearinghouse, access is difficult
to obtain. BioSimGrid aims to make the results of large-
scale computer simulations of biomolecules more accessible
to the biological community. As a comprehensive simulation
data-management system with many analysis tools, BioSim-
Grid provides scientists access to trajectories stored through-
out many laboratories, once public availability has been
granted by the owner of the data. An early exemplar
application is comparisons among enzymes of similar active
sites.7

Some may hold the opinion that, based on the motivation
of the scientist carrying out the work, MD simulations may
be split into two categories: equilibrium and nonequilibrium.
The nonequilibrium simulations are those where the scientist
wished to explore unfolding pathways or large conforma-
tional changes not manifest in known crystallographic
structures. The investigations of biomolecular dynamics in
an equilibrium state fall into the other category. It follows
that the quality-assurance measures and analyses methods
for these different classes have to be quite different. We take
a more agnostic approach at the original motivation that
brought the trajectory into existence. There are many types
of MD simulations being performed under varying degrees
of nonequilibrium conditions; any boundaries or distinctions
imposed a priori may turn out inappropriate. Another
drawback of such a priori description is that it requires
speculation about the scientist’s state-of-mind: the decision
reached thus may not always be accurate.

The following quality-assurance measures we introduce
are not restricted to proteins, but any polymers, and may be
readily applied to nucleic acids, sugars (polysaccharides),

and even nonbiological polymers where the monomers can
be clearly identified. To keep our convergence measures
general, so they may be automated, we include all atoms in
each biopolymer within the trajectory, and we perform the
analysis by first performing quaternion least-squares fitting8

for the atoms with respect to the initial configuration of the
stored trajectory. These measures could appropriately be split
into three different classes: quality, convergence, and
structural;9,10 they are described in detail in the sections
below.

2. PROVENANCE METADATA, WHOSE REPORTING
SHOULD BE OBLIGATORY

Two particular sets of metadata that describe the prov-
enance of the trajectory should be reported. The provenance,
or ontogeny, metadata tell how and whence the trajectory
came about. The first concerns the preprocessing before the
initial structure for the MD simulation can be obtained; the
second, the particular setup for the simulation. As is typical
for reporting of experimental procedures in scientific litera-
ture, these should be reported to the extent that an unrelated
laboratory will be able to reproduce the simulation.

The first set, presentable in free-styled text, includes the
following: the Protein Data Bank identification code for the
crystallographic structure on which the simulation is based;
the procedure for reconstructing residues and side chains
which were not observed in the crystallographic structure;
determination of protonation states; ligand insertion; solvation
(including the retention of crystallographic water molecules
and addition of ions) or insertion into medium (for example,
the procedure of solvation in water and that for insertion

Figure 1. Bibliometrics shows that molecular-dynamics simulation has the potential to become a routine scientific technique for investigating
biopolymer dynamics: search results for protein molecular dynamics simulations in Web of Science,Biophysical Journal, UMI ProQuest
Digital Dissertations, and Index to Theses in Great Britain. Web of Science search for protein molecular dynamics simulations “TS)
((molecular SAME dynamics) AND simulation* AND protein*)” at http://wok.mimas.ac.uk/. Title/abstract search in the Biophysical Journal
for keywords ‘molecular dynamics’ and ‘simulation’ at http://www.biophysj.org/. Abstract search ““molecular dynamics” and “protein*””
in the UMI ProQuest Digital Dissertations (mainly North American) at http://wwwlib.umi.com/dissertations/. Search ““molecular dynamics”
and “protein*”” in the Index to Theses in Great Britain (false positives in the 1980s removed) at http://www.theses.com/. Data up-to-date
mid-2004.
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into a lipid bilayer); and the equilibration protocol (including
the preequilibration of solvents and ions).

The second set, mostly presentable in a formulaic table
(Table 1), includes the following: MD software package
(name and version); computer hardware and operating system
used (general timing information if appropriate); force fields
for both solute and solvent (name and version, including any
special modifications); boundary condition and shape of unit
cell; electrostatics treatment; ensemble; barostat (if used:
type and target pressure); thermostat (if used: type and target
temperature); constraints; time-step; snapshot sampling fre-
quency; duration of simulated trajectory; and special re-
straints and interactive MD protocol.

Calls for a standard in the output of MD packages are
particularly poignant here: all the items enumerated in the
second set need to be reported in the entirety to facilitate
comparison; this is not routinely done in the literature. The
most convenient and sensible spot to capture these metadata
is at the point of generation; that is, at the output of the MD
package. However, at the moment, the defaults of each MD
package (which may be different) are often not written out
explicitly and have to be speculated downstream. Capturing
metadata in detail also helps in avoiding inappropriate setup
parameters from being usedsfor example, with the help of
a validating program that alerts the scientist about inap-
propriate combinations of electrostatics treatment and solvent
force field (among others).

3. THERMODYNAMIC MEASURES OF QUALITY,
WHOSE REPORTING SHOULD BE OBLIGATORY

When MD simulations are performed, various quantities
are calculated and written to output files. Some of these are
well-understood and may be used to observe what is
happening in a simulation as an indication of quality. For
instance, we might expect the temperature in a simulation

with a thermostat applied to be fluctuating about a constant
value, within a small range, over time; if this is not the case,
then the quality of the simulation is suspicious. We have
decided that these quality-indicating measures which we
consider should be the following: temperature, pressure,
potential energy, kinetic energy, number density, volume,
cell dimensions, and specific heat capacity. There are some
redundancies in reporting; this is to avoid the need for the
users to recalculate often-used values, but the values also
need to be verified to ensure consistency. “Quality” here
means “overall thermodynamic stability” and does not
necessarily guarantee the simulation’s accuracy in reproduc-
ing physical phenomena or the “usefulness” of the trajec-
tory: Even an ill-parametrized force field can yield to stable
but unphysical trajectories. Further, anomalies may occur due
to local unbalanced distributions of kinetic energy; a careful
human curator, rather than the reported values here, will have
to be relied upon to catch these.

As their behavior is well-understood and they depend on
the simulation conditions, these measures may be called
quality measures for the trajectory. These should be obtained
from the simulation output files, though we note that current
MD packages usually do not write these out for every time-
step by default; this arguably should be rectified to avoid
data loss. These quantities should be plotted as a time-series.
The mean and standard deviation should be reported, so
automatic filters can be easily applied downstream to select
only the trajectories over a quality threshold.

4. CONVERGENCE AND FLUCTUATION MEASURES,
WHOSE REPORTING SHOULD BE OBLIGATORY

Once the quality of the simulation has been determined
by examining the thermodynamic measures, it is instructive
to inspect some measures that reflect the convergence and
the fluctuations. As not all simulations are meant to be
converging, these are not necessarily measures of the quality,
but unexpected behaviors can lead to interesting investiga-
tions or possible problems. These useful measures are the
root-mean-square deviation and fluctuation and the radius
of gyration.

The root-mean-square deviation (RMSD) time-series
throughout a trajectory can be used to understand by how
much the conformation of a biopolymer changes with respect
to time. The RMSD provides a measure of conformational
stability or drift. For a converging simulation, we would
expect the RMSD to increase and then start to plateau.
(However, RMSD plateauing does not necessarily indicate
convergence.) As we wish the same analysis to be performed
automatically, we want a set of basic, specific rules that can
be adhered to. First, all atoms in the biopolymer molecule
are used in the least-squares fitting procedure to remove the
translational and rotational degrees of freedom. The RMSD
is calculated with respect to the initial configuration in the
trajectory, and all atoms are used to calculate the RMSD. In
addition, it may be useful to report RMSD for only the
backbone orR-carbon atoms of proteins or to exclude some
loops with large fluctuations in RMSD calculations.

The root-mean-square fluctuation (RMSF), like the RMSD,
is calculated for all atoms in each biopolymer. Before this
calculation, all atoms included in the trajectory are used to
remove the translational and rotational degrees of freedom.

Table 1: Formulaic Table Providing Some of the
Provenance Metadata for a Molecular-Dynamics
Simulation11

global trajectory identifier BioSimGrid_GB-OXF_9

trajectory name outer-membrane phospholipase A

trajectory type membrane-bound protein

method molecular dynamics

time-step 2 fs

sampling frequency 10 ps

total number of frames 566

computational platform commodity Intel-based personal computer

software package GROMACS 2.0

ensemble NpT (isothermal-isobaric)

thermostat Berendsen, 298 K

thermostat relax time 0.1 ps

barostat Berendsen (anisotropic), 100 kPa

barostat relax time 1.0 ps

boundary condition periodic

unit cell cuboid

force field GROMOS87

solvent water

solvent force field SPC

electrostatics treatment cutoff, 1.8 nm

source Protein Data Bank
identifier

1QD5

enzyme classification 3.1.1.32
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The RMSF gives a measure of the fluctuation of atoms
around the average position, and any large fluctuations should
be understood in light of the crystallographic B factors.9,12

The radius of gyration gives a measure of how the mass
of a group of atoms is distributed around their center of mass.
For converged trajectories, the radius of gyration time-series
of a biopolymer should also reach a plateau.

Further convergence measures such as the cosine con-
tent10,14 and overlap measures from block (“windowed”)
analyses15,16 can be obtained from principal component
analysis. For example, comparison of the first and last parts
of a trajectory might help to detect inadequacies in equilibra-
tion or convergence that calls for a longer simulation time.
If desirable, the obligation to report these will emerge from
the simulation community.

5. STRUCTURAL MEASURES, WHOSE REPORTING IS
NOT OBLIGATORY BUT INFORMATIVE

A plot of eigenvalues from principal component analysis,
ranked in decreasing magnitude, should usually shows a
“scree” shape; that is, an initial sharp drop in magnitude
followed by a leveling of small eigenvalues. This indicates
that only a few modes of motions have large length-scales,
as the magnitudes of the eigenvalues tell the contribution to
the total motion from the corresponding principal component.
From this plot the appropriateness of the “essential dynamics”
analysis,13 where only the motion modes with the largest
length-scales receive attention, may be determined. As the
motion of all the constituent atoms is to be determined the
mass-weighted covariance matrix14 is used for the analysis.
A plot where such a “scree” shape can be seen is shown in
Figure 2.

For each of the few principal components with large
eigenvalues (as shown in the scree plot), it is recommended
to plot a graph of the projection of the trajectory onto the
component as a time-series; here the projection in a particular
principal component shows the degree of sampling within
that component. This plot reveals the global-conformational
“states”, or clusters of the same projections, visited. As the
trajectory becomes longer, previously unvisited states can
become visited (exploration); also, previously visited states
may be visited again (revisiting).

Projections of the trajectory onto a pair of principal
components with large eigenvalues provide a good idea of
the phase-space sampled. With an energy value plotted on

the third axis, this is a way to visualize the energy
landscape.17

An example of the comparison of the projections onto the
two principal components with the largest eigenvalues is
shown in Figure 3. In this example, two distinct regions in
the phase-space have been sampled. It is possible to read
from this graph whether there are revisiting events in some
areas in the phase-space. This may be done by clustering or
block analysis (discussed above); however, this process is
highly dependent on the clustering algorithm, so we do not
consider it to be obligatory. Again, if these are desirable,
the obligation to report these can emerge from the simulation
community.

To obtain more specific information on the structure of
the biopolymers, it is advisable to perform analyses designed
for the type of biopolymer in question. For example,
secondary-structure determination over the trajectory can be
done for proteins,18 or the Curves analysis set for nucleic
acids.19 These may provide a more detailed picture on the
quality of the simulation. In addition, quality indices used
by the crystallography, nuclear magnetic resonance, and
bioinformatics communities may be considered to comple-
ment the indices here.20

6. CONCLUSION

In this Letter, we have suggested a scheme where a general
understanding of a biosimulation trajectory may be obtained,
with a set of strictly defined analyses. This set gives the
researcher a reasonable overview to decide whether to
investigate further. We have tried to design the analyses to
be as simple and general as possible, while maintaining
enough complexity to understand and distinguish the simula-
tions.

We have implemented these measures in the BioSimGrid
toolkit. This toolkit has been developed to enable users to
perform predefined analyses easily within the analysis
environment. When the archiving of a trajectory is complete,
these analyses will automatically be performed on the
recently deposited data via the standard tools included in
the toolkit.

We consider the set of analyses suggested here to be
adequate and hope that the simulation community will adopt
it as a basis for development and discussion. Suggestions
may be sent to the Editors of this journal or to the authors.

Figure 2. The 20 eigenvalues with the largest magnitude for a
9.6 ns simulation of a prion protein are plotted to obtain a scree
plot to determine the most prominent modes of motion.

Figure 3. Projection of a trajectory for a 9.6 ns simulation of a
prion protein onto the two principal components with the largest
eigenvalues showing the sampling in the first (PC 1) and second
(PC 2) components.
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Abstract: The Feynman-Kleinert Linearized Path Integral (FK-LPI) representation of quantum

correlation functions is extended in applications and algorithms. Diffusion including quantum

effects for a flexible simple point charge model of liquid water is explored, including new tests

of internal consistency. An ab initio quantum correction factor (QCF) is also obtained to correct

the far-infrared spectrum of water. After correction, a spectrum based on a classical simulation

is in good agreement with the experiment. The FK-LPI QCF is shown to be superior to the

so-called harmonic QCF. New computational algorithms are introduced so that the quantum

Boltzmann Wigner phase-space density, the central object in the implementation, can be obtained

for arbitrary potentials. One scheme requires only that the standard classical force routine be

replaced when turning from one molecular problem to another. The new algorithms are applied

to the calculation of the Van Hove spectrum of liquid He(4) at 27 K. The spectrum moments are

in very good agreement with the experiment. These observations indicate that the FK-LPI

approach can be broadly effective for molecular problems involving the dynamics of light nuclei.

1. Introduction
Recently, a variety of computational schemes such as
centroid molecular dynamics (CMD),1,2 ring polymer mo-
lecular dynamics (RPMD),3,4 forward-backward semiclas-
sical dynamics,5 the classical Wigner (CW) model,6-10 mode
coupling theory,11 and analytic continuation methods12 have
been applied for modeling real many-body quantum dynami-
cal processes in the condensed phase. Common to all of these
methods is the focus on the time correlation function (CF)
formalism: The process of interest is studied by evaluating
its corresponding CF. For instance, the dynamic structure
factor in neutron or X-ray scattering experiments is described
by a Van Hove CF, and the rate of diffusion of a particle is
obtained from its velocity CF. The accuracy of the different
methods remains difficult to evaluate, but it appears that they

are all able to capture the main qualitative quantum effects
that are relevant in a condensed phase, where quantum
coherences are quenched because of the strong interatomic
couplings.

The CW model, the subject of this paper, is perhaps
conceptually the simplest of the methods considered above
and has a rigorous derivation.9 It has been successfully
applied for obtaining vibrational relaxation rates of oxygen
in liquid oxygen, determined by the golden rule force-force
CF,10 the diffusion coefficient for liquid para-hydrogen at
17 and 25 K, via the Kubo velocity CF,8 neutron scattering
via the Van Hove CF of liquid He(4) at 27 K,6 and the
diffusion coefficient plus a quantum correction factor for the
infrared spectrum of water.7 In short, the model splits the
calculation of the quantum CF into two separate tasks, the
generation of initial conditions and the propagation of
dynamics. The sampling of the appropriate quantum initial
conditions (here assumed to be given by a Boltzmann
operator) is done through Wigner’s phase-space distribution,
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while the dynamics are approximated as classical (the single,
but great, simplification); see eq 1 below. To derive the CW
method, one expresses the CF as a Feynman path integral
(PI) and linearizes the action difference between the forward-
backward time paths.9,13 This linearized path integral(LPI)
approximation, which is common to several recently pro-
posed dynamics methods,9,13-16 can be justified by a strong
coherence loss for systems in which the dynamics of many
degrees of freedom are relatively well-coupled to the degree
of freedom being probed; see ref 9 for further details.

To make the computation of the Wigner-transformed
Boltzmann operator tractable, one may recast the latter in a
semianalytical form through the variational effective fre-
quency theory as introduced by Giachetti and Tognetti17 and
independently by Feynman and Kleinert18 (hereafter FK). A
key ingredient in the FK theory is the concept of a Feynman
path centroid and an effective potential, the centroid potential.
Feynman’s centroid also plays a central role in CMD.1,2 The
special LPI implementation with its FK-based Wigner
transform is denoted FK-LPI.9 In the following, the acronyms
LPI and CW will be used interchangeably, as they are
formally equivalent.

In this paper, we apply the FK-LPI method to a realistic
model of liquid water based on a simple point charge (SPC)
model. We have already reported some results of a similar
water study,7 but here, the focus is a bit different: not only
is the new water sample twice as large as the old one, but
we also now focus explicitly on the consistency of the various
FK-LPI CFs and compare the performance of a FK-LPI-
based quantum correction factor (QCF) with the so-called
harmonic QCF, when both are applied to correct the far
infrared spectrum of water obtained by classical molecular
dynamics. The consistency tests among alternative routes to
a CF are not, in general, accessible in other schemes.

In the FK-LPI implementation, it is the computation of
the centroid potential which is the computationally most
demanding part, as discussed below. In some special cases,
for example, for potentials that can be expressed by Gaussian
functions or in a Fourier series, one may still derive analytic
formulas for the centroid potential, but for general potentials,
this is not possible. In this paper, we present computational
schemes for determining the FK centroid potentialsand
thereby the Wigner-transformed Boltzmann operatorsfor
systems described byarbitrary potentials. The implementa-
tions are sufficiently general to permit a user to make only
small changes to a FK-LPI code when migrating from one
physical problem to another. Indeed, one is only required to
substitute one potential gradient routine for another, when
shifting from, for example, SPC water to a He(4) liquid. We
report such “black box” implementations of the FK-LPI
theory to the determination of the spectrum of density
fluctuations in liquid He(4) at 27 K, the first realistic problem
to which the FK-LPI theory was applied.6

This paper is structured as follows. In section 2, we
describe the FK-LPI theory and its general implementation.
Section 3 contains a description of the specific FK-LPI water
and He(4) implementations. In section 4, we report and
compare FK-LPI results for the water quantum liquid
structure, nuclear velocity, and infrared spectrum to both the

predictions of classical mechanics and experimental results.
Also, we present the results of the “black box” implementa-
tions of FK-LPI when applied to the He(4) problem. We
conclude in section 5 with a summary and further comment
on the outlook for future applications of the method.

2. Theory and Implementation.
In this section, we present the basic equations of the FK-
LPI method and review the iterative FK equations which
must be solved in order to set up the Boltzmann Wigner
transform. The “black box” versions of the FK equations
are introduced, and finally, a brief introduction to the He(4)
dynamic structure factor is given.

2.1. The Classical Wigner or LPI Approach.The LPI
approach to the computation of quantum CFs is perhaps the
simplest one to express. The precise expression that is derived
from the linearization approximation seems to have appeared
first in the work of Hernandez and Voth14 and was developed
independently as the linearized semiclassical initial value
representation by Sun and Miller.19 The LPI approximation
to the CF〈Â(0)B̂(t)〉 is simply

which follows directly from the exact PI expression when
carrying out the linearization procedure. Equation 1 may be
interpreted/implemented as follows: Phase-space points (q,
p) are sampled from the Wigner transform of exp(-âĤ)Â,
the transform being defined for an arbitrary operatorĈ by

(q, p) are evolved classically according to the Hamiltonian
H(q, p) to (qt, pt), which serve as the phase-space arguments
of (B̂)W[qt, pt]. 3N is the dimensionality of the problem.

2.2. Feynman-Kleinert Wigner Transform. Recently,
we suggested a practical route to the Wigner transform of
the exp(-âĤ)Â operator, which is required by LPI.9 This
approach was based on combining the novel effective
frequency variational theory of Feynman and Kleinert (FK)18

with the quasi-density operator formalism of Jang and
Voth.1,20 The approach exploits the classical centroid phase-
space variables (xc, pc), where

andpc is the corresponding centroid momentum. Presented
in formal terms, in one dimension, one may approximate
the Boltzmann operator by9

whereFFK(xc, pc) is the FK approximation to the centroid
phase-space density:

〈Â(0)B̂(t)〉 ≈
1

(2πp)3N ∫∫ dq dp
Z

(exp(- âĤ)Â)W[q, p](B̂)W[qt, pt] (1)

(Ĉ)W[x, p] ≡ ∫-∞

+∞
dη exp(-ipη/p)〈x +1

2
η|Ĉ|x - 1

2
η〉

(2)

xc ) 1
âp

∫0

âp
dτx(τ) (3)

exp(-âĤ) = ∫∫ dxc dpc FFK(xc, pc) δ̂FK(xc, pc) (4)

FFK(xc, pc) ) 1
2πp

exp(-â
pc

2

2M) exp[-âW1(xc)] (5)
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and W1(xc) is the corresponding FK approximation to the
centroid potential. The operatorδ̂FK(xc, pc) is the so-called
effective frequency quasi-density operator (QDO):

where R is a function of theeffectiVe frequency,Ω(xc),
through the relation

and the quantityR is related to thesmearing width a2(xc)18

through

This width measures the thermal quantum “fuzziness” around
the classical-like positionxc. To close the equations, the
effective frequency is given by the mass-weighted classical
Hessian averaged over the lengtha2(xc):

This FK prescription gives the best local harmonic descrip-
tion of the potential surface, on the basis of a system free
energy criterion.18 To obtainΩ2(xc) anda2(xc), eqs 7-9 must
be solved iteratively, as discussed in the next section.
Wigner-transforming eq 4 then amounts to transformingδ̂FK,
eq 6, which can be done analytically:

Further, ifÂ is a relatively simple phase-space operator, the
transform of exp(-âĤ)Â can also be obtained. For details,
we refer to ref 9.

2.3. Feynman-Kleinert Iterative Equations. It is in
principle easy to generalize the effective frequency theory
to many dimensions; see, for example, ref 24. In the
multidimensional formulation, the effective frequency matrix
Ω2(zbc) and the smearing width matrixA(zbc) [the 3N × 3N
dimensional generalizations ofΩ2(xc) and a2(xc), respec-
tively], defined for a positionzbc, are determined through two
self-consistent equations:

and

where

In these equations,HV(zb) is the 3N × 3N classical Hessian
matrix of the potential,M1/2 is the diagonal matrix of the
square root of masses, andΩi(zbc), i ) 1 and 3N, is the square
root of eigenvalues ofΩ2(zbc). U(zbc) is the matrix which
diagonalizesΩ2(zbc) and hence defines the effective frequency
normal modes through

wherezb holds the usual Cartesian coordinates.
In practice, eqs 11-12 are solved as follows: Letzbc be

given. Assume that the correct effective frequency matrix
Ω2(zb′c) has been found in a geometryzb′c close to zbc, for
example, from a previous step in a Metropolis Monte Carlo
(MC) walk on the centroid potential. Then, the steps are (i)
diagonalize the effective frequency matrix to obtain an
approximateU(zbc) matrix and vector of frequenciesΩi(zbc).
(ii) Use eq 13 followed by eq 12 to obtainA(zbc). (iii)
Equation 11 gives a new effective frequency matrixΩ2(zbc).
One then returns to step i until self-consistency forΩ2(zbc)
andA(zbc) is reached. In practice, only a few iterations are
necessary. Once the effective frequencies and normal modes
are obtained, the centroid potential is calculated according
to18

with the smeared potential given by the Gaussian average

Also, one may set up the Boltzmann Wigner transform,
compare eq 10:

with the mass-weighted position and momentum normal
modes,ηi andνi, being theith entries of

respectively. Two corresponding relations defineηc,i andνc,i

from the Cartesian centroid coordinates and momenta:

Λij ) δij{ kBT

Ωi
2(zbc)

[pΩi(zbc)

2kBT
coth(pΩi(zbc)

2kBT ) - 1]} (13)

ηb ) U†(zbc)M
1/2 zb (14)

W1(zbc) ) kBT∑
i)1

3N

ln{sinh[pΩi(zbc)

2kBT ]
pΩi(zbc)

2kBT
} +

VA(zbc)
-

1

2
∑
i)1

3N

ΛiiΩi
2(zbc) (15)

VA(zbc)
) ∫ dzb 1

x||2πA( zbc)||
V(zb)

exp[- 1
2
(zb - zbc)

TA( zbc)
-1(zb - zbc)] (16)

[δ̂FK(zbc, pbc)]W[qb, pb] ) ∏
i)1

3N 2

Ri

exp[-
Ωi(zbc)

Rip
(ηi - ηi,c)

2 -
1

Ωi(zbc)Rip
(νi - νi,c)

2] (17)

ηb ) U†(zbc)M
1/2qb, νb ) U†(zbc)M

-1/2pb (18)

δ̂FK(xc, pc) ) ∫∫ dx dx′ xMΩ(xc)

πpR |x′〉〈x| exp{i
pc

p
(x′ -

x) -
MΩ(xc)

pR (x + x′
2

- xc)2
-

MΩ(xc)R
4p

(x′ - x)2} (6)

R ) coth[Ω(xc)pâ
2 ] - 2

Ω(xc)pâ
(7)

a2(xc) ) pR/2MΩ(xc) (8)

Ω2(xc) ) 1
M ∫ dy

1

x2πa2(xc)
V′′(xc + y) exp[- 1

2
y2/a2(xc)]

(9)

[δ̂FK(xc, pc)]W[q, p] )

2
R

exp[-
MΩ(xc)

pR
(q - xc)

2 - 1
MΩ(xc)Rp

(p - pc)
2] (10)

Ω2(zbc) ) ∫ dzb 1

x||2πA( zbc)||
M-1/2HV(zb)M-1/2

exp[- 1
2
(zb - zbc)

TA( zbc)
-1(zb - zbc)] (11)

U†(zbc)M
1/2A( zbc)M

1/2U(zbc) ) Λ (12)
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2.4. General Implementations of the FK Equations.The
major difficulty encountered in applying the FK-LPI method
is the evaluation of eq 11, the smeared Hessian, and to a
smaller extent, eq 16, the smeared potential. In this paper,
we consider liquids described by nonpolarizable potentials,
where efficient analytical expressions for these equations can
be derived, see below. However, the derivation of the analytic
equations require a fair amount of algebra, and alternative
ways of solving the iterative FK equations for general
potentials are desirable. Below, we consider two new
implementations of the iterative equations whichsto various
degreesseliminate the algebraic problem and extend the
types of potentials accessible.

2.4.1. Hessian Sampling.A general way to evaluate eqs
11 and 16 would be to sample the classical Hessian and
potential numerically. Thus, first, the multidimensional
Gaussian sampling function, which is identical in these
equations, is rephrased in normal mode coordinates, eq 14,
which makes the Gaussian factorize. Then, one samples
normal mode displacements from this Gaussian via Box-
Muller sampling,25 and these are converted back to Cartesian
coordinates for evaluation of the Hessian or potential. As
we shall see in a moment, this procedure works extremely
well if one has an analytic Hessian at hand, which is usually
possible if the potential is nonpolarizable. The method then
needs routines directly providing both the classical Hessian
and potential.

2.4.2. Gradient Sampling.This procedure only requires a
routine that provides the potential and its gradient. These
are available in any molecular dynamics code. To derive this
method, we start by integrating eq 11 by parts, which leads
immediately to

where

Hence, the scheme for calculating the smeared Hessian
requires sampling vectorszb aroundzbc and averaging to obtain
the (3N)2 quantities

The (i,j)th element of the smeared Hessian is then given by

In practice, because of statistical errors in any finite sampling
sequence,Ωi,j

2(zbc) will not be symmetric, and this can be
enforced by a “symmetrization” procedure:

2.5. Dynamic Structure Factor.The spectrum of density
fluctuationssor equivalently the dynamic structure factors
may be defined for the reciprocal lattice vectorQB through26

where the Van Hove CF is given by26

The dynamic structure factor is experimentally accessible
through neutron or X-ray scattering experiments. From the
experiment,27 one may extract the first three moments (time
derivatives) ofS(QB,ω) (S(QB, t)). These moments thus serve
as a link between the experiment and simulation.

In any liquid model that employs periodic boundary
conditions, the reciprocal lattice vector must fulfill the Laue
equation: Q × L ) 2πn, whereQ is a component ofQB, L
is the box length in that direction, andn is an integer.

3. Water and He(4) FK-LPI Molecular
Dynamics Implementation.
3.1. Water Potential and Its Implementation in the
Iterative FK Equations. The liquid water model is con-
structed by adopting the SPC model of Berendsen et al.28 In
the SPC model, the water interactions are described by
Lennard-Jones (LJ) interactions between oxygen atoms (ε

) 78.22 K; σ ) 3.165 Å) and an electrostatic Coulomb
potential between atoms on different molecules, the latter
defined by charges 0.41e and -0.82e, on hydrogen and
oxygen, respectively. A flexible water model is introduced
by adopting the harmonic part of the local mode intramo-
lecular water potential of Reimers and Watts,29 see eq 30
below. The water monomer geometry is put equal to the
equilibrium geometry of the original rigid SPC model. In
the following, we will refer to the model as SPCf (f for
flexible). We will make no effort to reparametrize the SPCf
potential parameters in the current work, in order, for
example, to develop a model which agrees better with the
experiment after quantization.

To handle the long-range electrostatic interactions, the
Ewald summation method is adopted with conducting tin
foil boundary conditions. For an exceptionally clear and
pedagogical account of the Ewald summation technique, see
the user’s guide and manual of the MOSCITO simulation
package.30 In the real space part, we employ the standard
approximation of including only the central box in the
summation. A total of 337 reciprocal space vectors corre-
sponding tokB ) 2π(nx, ny, nz)/L, nx

2 + ny
2 + nz

2 e 27 are
utilized in the Ewald reciprocal space sum, and the Gaussian
charge distribution parameterR is set to 0.431 35 Å-1 in
accordance with the general suggestion30 (5.37/L), with L )
12.4255 Å being the length of the simulation box. We
consider 64 water molecules equivalent to a density of 0.99
g/cm3. The minimum image convention together with a
spherical cutoff at half the box length is adopted for the short-

ηbc ) U†(zbc)M
1/2zbc, νbc ) U†(zbc)M

-1/2pbc (19)

Ω2(zbc) ) ∫ dzb 1

x||2πA( zbc)||
M-1/2∆(zb, zbc)M

-1/2

exp[- 1
2
(zb - zbc)

TA( zbc)
-1(zb - zbc)] (20)

∆ij(zb, zbc) ) {∑
k)1

3N

(A-1)kj(zk - zc,k)} × ∂

∂zi

V(zb) (21)

Γij ) 〈(zi - zc,i)
∂

∂zj
V(zb)〉 (22)

Ωi,j
2(zbc) ) mi

-1/2mj
-1/2∑

k)1

3N

{A-1}kjΓki (23)

Ωi,j
2(zbc) f [Ωi,j

2(zbc) + Ωj,i
2(zbc)]/2 (24)

S(QB,ω) ) 1
2π ∫-∞

+∞
dt exp(-iωt)S(QB, t) (25)

S(QB, t) )
1

N
∑
j,k)1

N

〈exp[-iQB rbj(0)] exp[iQB rbk(t)]〉 (26)
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ranged part of the potential. A time step of 1 fs is used for
dynamics, and all velocity CFs are calculated up to 2.5 ps.

To derive an analytic expression for the smeared Hessian,
we first decompose the total SPCf potential as

with

and

The Ewald real space part, reciprocal space part, and charge
self-interaction and molecular self-interaction parts are given
by30

and

respectively. The parameter values for the intramolecular
potential,D1, D2, R1, andR2, are listed in Table 1; these are
obtained by requiring eq 30 to match the harmonic part of
the local mode intramolecular potential of Reimers and
Watts.29 The values ofreq andΘeq are however kept equal
to their original SPC values:28 an angle of 109.5° and a bond
length of 1.0 Å. To proceed, we express the OH local mode
intramolecular energy and oxygen LJ interactions in a “sum
over Gaussian” form, that is

and

Also, the Ewald real space part and Ewald molecular self-
interaction term are put in a “sum over Gaussian” form by
writing

and

respectively. The Gaussian parameters are collected in Table
2. The Gaussian representation of the classical electrostatic
energy is tested by comparing its predicted energy to the
energy of the original representation, eqs 31-34, for two
randomly sampled configurations of the liquid. For this
purpose, we use the MOSCITO 4 simulation package30 with
the same Ewald setup. An acceptable energy error of 0.1%
was found for both geometries. Because Gaussian averages
of multidimensional Gaussian and complex exponentials (the
Ewald reciprocal space term) can be performed algebraically,
see, for example, ref 24, it follows thatVH2O,A(zbc) andΩ2(zbc)
can be evaluated analytically, except for the intramolecular
bending mode term, the latter being a function of all three
water monomer atoms. To obtain the smeared Hessian and
smeared potential ofVΘ, we adopt the following two
approximations: First, the smeared Hessian ofVΘ is ap-
proximated by its classical Hessian, evaluated at the centroid.
Second, we notice that the smeared potential, eq 16, may be
expanded using the smearing width matrix as a smallness
parameter:

Obviously, if we truncate after the first nontrivial term, being
linear in the smearing width matrix, we obtain an expression
that requires only the analyticclassical Hessian of the
bending mode potential. Both approximations are exact for
harmonic systems and for high temperatures. The Gaussian
potentials in eqs 35-38 were also adopted in the classical
propagation part of the LPI procedure.

We use two cycles, i-iii, of the FK iterative equations
(section 2.3); for each cycle, the 576× 576 effective
frequency matrix is diagonalized. After self-consistency has
been reached, the centroid potential and Wigner-transformed
quasi-density operator are obtained, see eqs 15, 17-19 or
ref 9 for more details. The temperatureT is set to 296 K.

The integration over centroid positions, compare eq 4, is
done by Metropolis MC,31 utilizing the centroid density as
a weight function. The trial moves involve simultaneous
displacements ofall atoms and are decomposed by the
following sequential operations: (i) a uniform random
translation of each atom, (ii) a uniform random rotation of

Table 1. Intramolecular Potential Parameters in SPCf
Simulation

i Di/KJ mol-1 Ri

1 549.0586 2.13498 Å-1

2 414.5975 0.70337

VH2O
) VLJ

OO + VEwald + Vintra (27)

VLJ
OO ) 4ε{( σ

rOO
)12

- ( σ
rOO

)6} (28)

VEwald ) Vrealspace+ Vrec.space- Vself - Vmolc.selfint. (29)

Vintra ) VOH1 + VOH2 + VΘ ) D1R1
2(rOH1 - req)

2 +

D1R1
2(rOH2 - req)

2 + D2R2
2(ΘHOH - Θeq)

2 (30)

Vrealspace) ∑
i
∑
j>i

qiqj

erfc(Rrij)

rij

(31)

Vrec.space)
1

2
∑
kB*0B

∑
i,j

4π
qiqj

V||kB||2
exp(-||kB||2/4R2) exp[-ikB( rbi - rbj)] (32)
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R

xπ
∑

i
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2 (33)
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qiqj
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erf(Rrij) (34)

VOHj
) ∑

i)1,3

âi exp(-
1

2
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2/úi) + ú, j ) 1, 2 (35)
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OO ) ∑

i)1,3

γi exp(-
1

2
rOO

2/Ri) (36)

erfc(Rrij)
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l)1,3

δl exp(-
1

2
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τl exp(-
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1
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∑
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∂
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each molecule, (iii) a uniform random translation of each
molecule, and finally (iv), again, a uniform random transla-
tion of each atom. Thus, the transition probability for trial
configurational moves is symmetric in the configurational
state, and we may utilize the usual Metropolis criterion for
acceptance; see page 121 of ref 31. The step parameters are
0.0104 Å, 0.0334 rad, and 0.00175 Å for center-of-mass
translation, rotation, and atomic translation, respectively.

To estimate the uncertainties in the calculated quantities,
both classical and quantum calculations are repeated using
10 (7) different equilibrated initial water configurations for
the classical (quantum) simulations. For the quantum simula-
tions, 90 000 MC centroid steps are utilized to equilibrate
the liquid, starting from a classical equilibrium geometry.
For the production runs, for each geometry, the number of
centroid MC steps is about 30 000-45 000 for the quantum
calculations and 45 000-90 000 for the classical simulations.
For each 20th configuration, the corresponding Wigner-
transformed QDO is constructed and 10 sets of position and
momenta are sampled for subsequent classical dynamics. For
the quantum calculations, 45 000 MC samplings took ap-
proximately 6 days using a computer equipped with a single
AMD 2.2 GHz Opteron processor.

3.2. He(4) Model. The calculation of the spectrum of
density fluctuations for He(4) is done at 27 K and a density
of 0.25 g/cm3. The consideredQ vector is 1.64 Å-1. The
liquid model/calculation is exactly as that in ref 6. That is,
the He(4)-He(4) interactions are determined by the HFD-
B2 potential of Aziz and co-workers,32 which is rewritten
as a sum over Gaussian functions to derive analytical
expressions for eqs 11 and 16. The new calculation differs
however from the original calculation in one significant
way: instead of 64 He(4) atoms, we now consider 57 atoms,
which makes the Laue equation exactly fulfilled. The new
57 atom box length is 11.494 Å, and hence,Q ) 1.64 Å-1.
The Laue condition was only approximately satisfied in the
old work.6

We perform three different calculations, which use (i) the
original analytical Gaussian-fit code,6 (ii) the Hessian
sampling strategy, and (iii) the gradient procedure, eqs 20-
23. Both numerical methods, ii-iii, still utilize the Gaussian
representation of the He(4) potential, so that any discrepancy
between results of i and ii-iii may be ascribed to shortcom-
ings of the new numerical implementations. In method ii,
160 and 1000 Box-Mueller samplings are adopted to
evaluate eqs 11 and 16, respectively, while in method iii,

2500 and 1000 Box-Mueller samplings are adopted to
evaluate eqs 22 and 16, respectively. We utilize 3× 300 000
centroid MC steps for methods i and ii, while 135 000
centroid MC steps were performed for the more time-
consuming method iii.

These calculations are performed on a single computer
equipped with a single 2 GHz Xeon processor. The analytic
and the Hessian sampling codes use less than 1 week for
300 000 MC steps including classical dynamics, while the
gradient sampling implementation requires about 30 days to
perform 135 000 centroid MC steps (including dynamics).

4. Results
In this section, we present the structural and dynamic results
of the water and He(4) simulations.

4.1. Equilibrium Properties of the Water Model. As in
ref 7, one may consider the distribution of the FK effective
frequencies and compare it with the density of classical
instantaneous normal-mode frequencies. The result for the
present model is, practically speaking, identical to the
distribution given earlier for the 32-molecule study.7 This
means that the FK Wigner transform is well-defined for all
centroid positions. As discussed in ref 7, for the vast majority
of cases with one or more imaginary FK frequencies, the
equations provide no ambiguity, and for the rare cases that
do, a natural assignment (of zero momentum) is available
for that mode.

The classical, FK Wigner-based, and experimental33 radial
distribution functions (RDFs) for O-H and O-O atom pairs,
gOH(r) andgOO(r) are shown in Figures 1 and 2, respec-
tively. While these results can be obtained essentially exactly
via path integral Monte Carlo simulation (see, for example,
ref 34), here, these calculations test the accuracy of the
effective frequency local harmonic approximation. As is
evident, the general trend is that which is expected: the
quantum water RDFs are less structured and the peaks are
shifted to longer distances as compared to those of the
classical RDFs.21 Beginning withgOH(r), we see that the
Wigner-basedgOH(r) agrees well with the experimental

Table 2. Gaussian Fit Parameters Used in SPCf
Simulationa

i 1 2 3

âi/Hartree 7.1122 -8.73264 1.12917
γi/Hartree 1.77205 2.13115 89.459
δi/bohr-1 0.19716251 0.3483857 0.088230
τi/bohr-1 0.10209604 0.15546671
úi/bohr2 2.14823 2.81753 3.1732
Ri/bohr2 2.1315 13.4881 1.11393
ηi/bohr2 3.36579 1.3012714 7.443253
ςi/bohr2 13.79489 101.44204
a The value of ú in eq 35 is ú ) 0.892 724 Hartree.

Figure 1. Radial distribution function gOH(r) for SPCf water
model, evaluated via alternative methods, as indicated in the
legend. Experimental data from ref 33.
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gOH(r). Not only are the experimental and Wigner intramo-
lecular distributions (at about 1 Å) in good agreement with
each other, so are the peak heights of the next two peaks,
corresponding to the two hydrogen atoms belonging to a
water molecule in the first solvation shell. More specifically,
classically, the first intermolecular peak is higher than the
second, whereas both the quantum and experimental RDFs
predict the reverse order for amplitudes. This is because the
closer, hydrogen-bonded, H at about 2 Å is broadened
significantly by zero-point effects. From Figure 2, we observe
that gOO(r) matches reasonably with the height of the
experimental first peak, while the classical RDF exaggerates
the structure of the liquid.

4.2. Dynamical Results for Water Model.4.2.1. Diffu-
sion.We start by considering the diffusion coefficientD of
liquid water, which can be extracted from the oxygen or
hydrogen velocity CF (VCF) through the transport coefficient
expression

In Figure 3, we display the hydrogen atom VCF obtained
directly from the FK-LPI approximation and also by classical
MD. We further show the so-called Kubo-transformed VCF
as calculated by FK-LPI.8 This special VCF resembles the
classical VCF in many respects: it is real-valued, and it
shares the same initial value as its classical counterpart. Still,
the integrated Kubo-transformed VCF yields the correct
quantum, not the classical diffusion coefficient, see refs 8
and 12. From Figure 3, we observe the larger initial
amplitude of the FK-LPI normal VCF as compared to the
formally equal values for the classical and Kubo FK-LPI
VCF. The intramolecular motion is also much more visible
in the FK-LPI normal VCF, a fact which may be ascribed
to zero-point motion.

In Table 3, the values forD obtained from classical MD,
FK-LPI, and the FK-LPI Kubo VCF are presented. All values
are extracted using the oxygen VCF. We show also the value
of D reported by Lobaugh and Voth,35 using CMD with two

flexible SPC potentials (SPC/F and SPC/F2), and by Miller
and Manolopoulos,4 employing RPMD with the rigid SPC/E
potential. First, we observe the required consistent agreement
between the two FK-LPI diffusion coefficients, which are
also identical, within statistical accuracy, to the values
obtained from integrating the hydrogen atom Kubo and
normal VCFs. A straightforward comparison between the
FK-LPI and CMD/RPMD values are difficult for several
reasons. First, theDs dependsnot surprisinglyson the
chosen water potential. This is clearly illustrated by consider-
ing the results of the SPC/F and SPC/F2 potentials, which
differ only by the form of their intramolecular force field.
As seen from Table 3, there is a large difference between
the classicalDs obtained from these potentials. Second, as
shown by Yeh and Hummer,36 D increases linearly with the
negative inverse of the box length, and using the viscosity
of the liquid, one should first extrapolate to infinite system
size in order to establish a correct model value forD. In
this connection, it is interesting to note that Miller and
Manolopoulos4 found that theratio of quantum to classical
diffusion coefficients is almost constant as a function of the
system size. Perhaps, this ratio is also the most interesting
quantity when comparing quantum and classical models,
because the models here do not produce an accurate
agreement with the experiment. In any case, it appears that
the quantum effect predicted by FK-LPI is somewhat larger
than that for the other methods.

4.2.2. Spectrum of the Hydrogen Velocity CF and Dipole
Moment Quantum Correction Factor.The water IR spectrum
can be obtained once the water total system dipole moment
CF, 〈MB (t)MB (0)〉QM, has been computed,38,39 for example, via
a FK-LPI calculation. However, even on a classical level,
the calculation of〈MB (t)MB (0)〉CL converges rather slowly,37

and it is therefore desirable to circumvent a direct FK-LPI
attack on this CF. As shown by Marti and co-workers,37 one
may utilize the hydrogen atom VCF for mimicking the total
system dipole moment derivative CF for water,〈Ṁ(t)-
Ṁ(0)〉QM. In this approximation, the ratiosor QCFQ(ω)s
between the quantum and classical absorption spectra is
identical to the ratio between the quantum FK-LPI and
classical hydrogen VCF spectra:

Figure 2. Radial distribution function gOO(r) for SPCf water
model, evaluated via alternative methods, as indicated in the
legend. Experimental data from ref 33.

D ) 1
3∫0

∞
dt 〈Vb(t)Vb(0)〉 (40)

Figure 3. Classical, normal FK-LPI, and FK-LPI Kubo
hydrogen velocity correlation functions for SPCf water model.
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QFK-LPI(ω) is relatively inexpensive to obtain because it
requires only a FK-LPI simulation of a single particle
property. KnowingQFK-LPI(ω), thus, enables us to extract
the quantum IR spectrum by performing only a classical
simulation of the water total system dipole moment CF.

Referring to Figure 3, one sees that the Kubo and classical
hydrogen VCF are rather close to each other. A comparison
of the Fourier transform (spectrum) of the quantum hydrogen
VCF as predicted by the FK-LPI VCF and the same function
as derived from the FK-LPI Kubo-transformed VCF is
informative. A standard Fourier relation may be used to map
the FK-LPI Kubo VCF spectrum onto the normal VCF
spectrum, see ref 40. Hence, the normal VCF spectrum can
be obtained in two ways: directly or indirectly. For an exact
theory, these two spectra would be identical. Here, the
consistency is an important internal test of the theory, as
there is no formal requirement that the two power spectra
agree in a given approximation. In Figure 4 is shown a
comparison between the classical hydrogen VCF spectrum,
the normal FK-LPI hydrogen VCF spectrum, and the normal
hydrogen VCF spectrum obtained from the FK-LPI Kubo
hydrogen VCF. Clearly, good agreement between the two
FK-LPI spectra is observed, especially at higher frequencies.
The two FK-LPI spectra agree completely in the bending
and OH stretching regions (the latter is not shown) of the
spectrum, an observation which is consistent with the fact
that the underlying FK-LPI theory is exact for harmonic
potentials.

As discussed above, the ratio between the classical and
FK-LPI hydrogen VCF spectrum may be used to define a
FK-LPI QCF, QFK-LPI(ω). We apply QFK-LPI(ω) as a
multiplicative correction to the infrared spectrum obtained
from classical molecular dynamics. We applyQFK-LPI(ω),
obtained using the Kubo VCF for H, to the infrared spectrum
reported by Jeon et al.,41 who utilized a particular flexible
SPC variant, often referred to as SPC/F.42 The computed and
experimental43 IR spectra are shown in Figure 5, where also
the spectrum obtained by applying (i) no correction (classical)
and (ii) a correction based on the so-called harmonic QCF
has been displayed; the last of which has very recently been

utilized to correct the IR spectrum of water.38 The FK-LPI
QCF is seen to perform better than the harmonic QCF,
although the latter is clearly reasonable as a correction to
the pure classical prediction. We emphasize that the FK-
LPI QCF is computed ab initio and is determined only by
the potential model chosen for water.

Table 3. Water Diffusion Coefficients Obtained from Various Methodsa

RPMD(SPC/E)b FK-LPI(SPCf), 64 molecules CMD(SPC/F)c CMD(SPC/F2)c

D/qm 0.43 0.50 ( 0.06/0.49 ( 0.06d 0.42 0.38
D/cl 0.29 0.23 ( 0.06 0.3 ( 0.02 0.22 ( 0.02
ratio 1.48 2.2/2.1 1.4 1.7

a Units Are Å2/ps b Data from ref 4 extrapolated to infinite system size. c Data from ref 35, using 125 molecules. d Two quantum values are
the values obtained from FK-LPI Kubo and normal oxygen VCF, respectively.

Q(ω) )
∫ dt exp(iωt)〈MB (t)MB (0)〉QM

∫ dt exp(iωt)〈MB (t)MB (0)〉CL

)

∫ dt exp(iωt)〈Ṁ(t)Ṁ(0)〉QM

∫ dt exp(iωt)〈Ṁ(t)Ṁ(0)〉CL

≈
∫ dt exp(iωt)〈VbH(t)VbH(0)〉FK-LPI

∫ dt exp(iωt)〈VbH(t)VbH(0)〉CL

≡ QFK-LPI(ω)

(41)

Figure 4. Spectra of hydrogen velocity correlation functions
derived from classical, normal FK-LPI, and FK-LPI Kubo
velocity correlation functions.

Figure 5. Comparison between water IR spectra derived by
combining FK-LPI or “harmonic” quantum correction factors
with the IR spectrum reported by Jeon et al.41 obtained from
classical molecular dynamics.
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4.3. Van Hove Spectrum of Liquid He(4). We now
consider the alternative numerical approaches to FK-LPI. In
Figure 6 is shown the calculated Van Hove CF for all three
implementations defined in section 3.2. All CFs were
calculated up to 1.5 ps. Very good agreement is seen. We
note that all of the methods agree within their variances,
estimated from three individual 300 000-step calculations.
As in ref 6, one may calculate the linear, quadratic, and cubic
moments of the Van Hove CF as a test of accuracy. The
procedure fits the real part of the CF to a sum over Gaussians,
and then, the moments are found from eqs 30 and 12 in ref
6. The moments are listed in Table 4, where we also report
the moments obtained by applying the same fitting procedure
to the original Van Hove CF data in ref 6. From the table,
one sees very good agreement between the experiment27 and
FK-LPI calculations. The classical values for the first and
second moments (last column) reflect the size of the quantum
effect. Also, we see that the new FK-LPI moments are in
slightly better agreement with the experiment than the
previously published values;6 a fact that most likely is caused
by the exact fulfillment of the Laue equation in the present
work.

5. Conclusion and Outlook
In this paper, we have applied the FK-LPI approximation to
CFs for models of water and He(4) in their liquid states.
The water structural results are in reasonable agreement with
experimental data, indicating that the FK-LPI local harmonic
approximation is a good one. The water quantum diffusion

coefficients agree fairly well with CMD/RPMD simulations
of similar water models, although the FK-LPI gives some-
what larger quantum effects. A consistency test is available
for the FK-LPI case. It was found that the diffusion
coefficients obtained from a direct calculation of the
hydrogen or the oxygen atom velocity CFs agree very well
with the values derived from a calculation of the Kubo-
transformed CFs, which suggests that the values derived are
accurate. The values must only be the same for an exact
theory.

The He(4) Van Hove spectrum has been calculated using
both a previously published implementation and two new
and more general implementations of the FK-LPI theory. The
results are, practically speaking, independent of the imple-
mentation and in very good agreement with the experiment.
These explicitly demonstrate the computational feasibility
of “black box” implementations of the underlying iterative
Feynman-Kleinert equations, thereby enabling a general and
simple coding of the theory.

The Hessian sampling approach has been demonstrated
to be highly efficient, and for nonpolarizable potentials,
where one has expressions for the classical Hessian, this
implementation is efficient. The number of required sam-
plings in eqs 11 and 16 would actually besmallerfor water
than for He(4), because the components of the smearing
width matrix are smaller for water. The largest diagonal
values for water are the hydrogen entries,∼0.01 Å2, while
those for He(4)∼ 0.03 Å2. Hence, the sampling region in
eqs 11 and 16 is simply smaller in the case of water.

The more general implementation is the gradient sampling
technique, which only requires the classical potential and
its gradient as input. Both are usual elements of any MD
code. The results clearly show that the gradient implementa-
tion is slower than the Hessian sampling strategy, with eq
22 being the time-consuming part of the gradient calculation.
However, it is immediately clear that this evaluation is highly
suited for parallel computation. Hence, in terms of imple-
mentation, the gradient sampling approach also has this to
recommend it.
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Abstract: The competition between direct dissociation and predissociation in DCl+ ions prepared

in the A2Σ+ state has been investigated numerically by solving the time dependent Schrödinger

equation. This work concentrates on the rovibronic states (vA;NA) with vA ) 8 and NA ) 60-65,

which are close to the top of a centrifugal barrier. We find that the relative yield of D+ (by direct

dissociation) and Cl+ (by predissociation) strongly depends on the excitation frequency, intensity,

and duration. Investigation of the time dependence of the product yields provides evidence for

significant multichannel interactions.

I. Introduction
The competition between different possible reaction channels
lies at the heart of chemical research, with the ultimate goal
to find selectivity for the formation of one specific product,
e.g. in asymmetric catalysis1-3 or to control the outcome of
this competition.4-6 One important piece of the mosaic is
the understanding of competition at the molecular level, in
particular the dynamical aspect. In the attempt to control
chemical dynamics currently two types of approach are being
pursued in the literature: the frequency domain approach7

and the time domain approach.8

In the current work we investigate the competition of direct
dissociation with predissociation in deuterium chloride ions
(DCl+). The formation of HCl+ and DCl+ ions has been
investigated extensively by resonance enhanced multiphoton
ionization (REMPI)9-12 but also single photon ionization in
the VUV.13-16 The internal state distribution of ions has been
analyzed both by means of classical photoelectron spectros-
copy17,18 but also by photodissociation spectroscopy.19 The
spectroscopy of the ion is also well-known.19-21 The
energetically lowest dissociation limit in the DCl+ ion
corresponds to the formation of Cl+ and D. The second
dissociation limit corresponds to the formation of D+ and
Cl. The energetics of these two dissociation channels and

the thresholds relevant for their competition are illustrated
in Figure 1.

Here, the lowest fragmentation threshold T1 (formation
of Cl+) is given by the energetic limit of the ion ground
state (X2Π3/2) and three repulsive potential curves (4Σ-, 2Σ-,
4Π). The dissociation limit of the first excited electronic state
of DCl+ (A 2Σ+) converges to the formation of D+ (threshold
T3). In the general situation of nonzero rotational angular
momentum both bound potentials will exhibit a centrifugal
barrier, denoted as T2 in the ion ground state and T4 in the
A state. Note, that both T2 and T4 depend on the correspond-
ing rotational quantum numberN. Between the energies T1

and T3 formation of Cl+ is possible by direct dissociation of
the ion ground state or by predissociation of the A state.
The latter becomes possible by spin-orbit coupling to the
three nominally repulsive electronic states,4Σ-, 2Σ-, and4Π.
Above T3 formation formation of D+ is accessible by direct
dissociation from the A state, which will consequently
compete with predissociation. Between T3 and T4 this direct
dissociation requires tunneling, which is slow compared to
predissociation. It is only in the region very close to the top
of the barrier T4 that the direct dissociation of the A state
can effectively compete with the predissociation. This
competition is the subject of the current work.

II. Computational Techniques
In the current work the dissociation dynamics of DCl+ ions
have been investigated by numerical solution of time
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dependent, coupled Schro¨dinger equations. Similar ap-
proaches have been described in previous papers.22-24 A full
account will be given below.

The input used for the wave packet calculations is based
on ab initio data from Dalgarno et al.,25 which were slightly
adjusted in order to reproduce known spectroscopic param-
eters.14,19,26The current work takes into account those five
different electronic states discussed above: (i) the ion ground
state (X2Π3/2, j)1), (ii) the first excited electronic state (A
2Σ+, j)2), and (iii) three repulsive states,4Σ- (j)3), 2Σ-

(j)4), and4Π (j)5). For these states coupled Schro¨dinger
equations have been set up as given below27

where the potential energy in the relevant electronic states
is given by

for j ) 3 (4Σ-), 4 (2Σ-), and 5 (4Π).
VX, VA, andVj are the ab initio potential energies of the

X-, A-, and the three repulsive states, respectively, to which
the appropriate rotational energy is added. Here we use two
different types of transitions: (i)JX ) NA + 0.5 (Q1

transition) and (ii)JX ) NA - 0.5 (R1 transition), furtherJj

) NA + 0.5, andγ(DCl+) ) 0.25 cm-1. Note, that for the
ground electronic X state and the repulsive4Σ-, 2Σ-, and
4Π states, Hund’s case (a) representation was chosen, for
the A state Hund’s case (b) applies. The data shown in Figure
1 are for DCl+ with NA ) 62. For the bound, ground state
ΩX ) 1.5, for the three repulsive statesΩj ) 1.5. The
reduced mass isµ(D35Cl+) ) 3542.23 au (au) atomic units).
In general the five states (and thus the Schro¨dinger equations)
are coupled via spin-orbit interaction,HA,j

so (r), and through
optical excitation, e.g.ηX,A(r)Ez(t), where ηX,A(r) is the
transition dipole moment connecting states X and A. The
radial dependence of the latter is taken into account. Note,
that the model is based on DCl+ ions oriented along thex
axis. The spin-orbit coupling matrix elements were taken
from ref 23. The optical excitation will be discussed below.

In previous work we have shown that the predissociation
lifetime can be reasonably approximated by a free decay
model in which optical excitation is neglected. In the current
work we are explicitly interested in the optical excitation
spectrum inducing the dissociation.26,19,28,20Therefore we are
looking at the decay of a wave function in a laser field. For
this approach optical excitation starting from the ion ground
state is taken into account by means of a realistic laser pulse.
Spin-orbit coupling is taken into account from the begin-
ning.

The laser field was represented by the following function

where tl is characterizing the width of the laser pulse at the
base. Typically tl ) 80 ps was chosen in this work. This
corresponds to a FWHM of the intensity profile of 29 ps.

Direct optical coupling is only taken into account between
states A and X and2Σ- and X, respectively. Spin-orbit
coupling is only taken into account between the A state and
the three repulsive states but not between the A state and
the X state. The latter would only be relevant, if we
considered emission processes, which is not the case, and
also only at significantly longer times.

The five nuclear wave functions are represented on an
equidistantM-point spatial grid withr ) (r1, r2, ..., rM), r1

) 1.5ao, ri+1 - ri ) 0.02ao, for 4096< M < 32 768, which
allows to use fast Fourier transform (FFT) methods for the
transformation between coordinate and momentum space.29

A combination of the split-operator method30 and the integral

Figure 1. Schematic plot of the potential energy curves
relevant for the fragmentation of DCl+ together with 4 different
thresholds. For further discussion see the text (1 au ) ao )
0.5292 Å).

ip
∂ΨX(r,t)

∂t
) [Τ̂ + ṼX]ΨX(r,t) +

ηX,A(r)Ez(t)ΨA(r,t) + ηX,4(r)Ez(t)Ψ4(r,t) (1)

ip
∂ΨA(r,t)

∂t
) [Τ̂ + ṼA]ΨA(r,t) + ηA,X(r)Ez(t)ΨX(r,t) +

∑
j)3

5

HA,j
so (r)Ψj(r,t) (2)

ip
∂Ψ3(r,t)

∂t
) [Τ̂ + Ṽ3]Ψ3(r,t) + HA,3

so (r)ΨA(r,t) (3)

ip
∂Ψ4(r,t)

∂t
) [Τ̂ + Ṽ4]Ψ4(r,t) + η4,X(r)Ez(t)ΨX(r,t) +

H4,A
so (r) ΨA(r,t) (4)

ip
∂Ψ5(r,t)

∂t
) [Τ̂ + Ṽ5]Ψ5(r,t) + H5,A

so (r)ΨA(r,t) (5)

Ṽx )Vx +
JX‚(JX + 1) - ΩX

2

2‚µ‚r2
(6)

VA ) VA +
NA‚(NA + 1)

2‚µ‚r2
+ 0.5‚γ‚NA (7)

Ṽj ) Vj +
Jj‚(Jj + 1) - Ωj

2

2‚µ‚r2
(8)

E(t) ) {Eo‚sin2[π‚t
t1 ]‚sin(ωt) for 0 e t e tl

0 for t > tl
(9)

Predissociation and Dissociation in DCl+ J. Chem. Theory Comput., Vol. 2, No. 6, 20061493



equation method31,32 is used for the propagation of the wave
functions (given in eqs 1-5) in time with time steps of∆t
e 1 atomic unit (1 au≈ 0.024 fs). The total propagation
time (identical to the laser pulse duration) is chosen as
appropriate for the corresponding fragmentation dynamics.
Typically this total time is about 1 order of magnitude larger
than the respective lifetime. This ensures that the line width
derived does not depend on the laser pulse duration. The
absorbing boundary33 is used to prevent the artificial reflec-
tion of all Ψj(r, t) wave functions at the edge of the grid,
where necessary.

All calculations deal with the dynamics of the vibronic
A2Σ+ (vA)8) state, with rotational angular momentum
ranging fromNA ) 60 to NA ) 65.

III. Results
III.1. Results for Target States (WA)8;NA) in Weak Laser
Fields. We start this result section with the discussion of
the (vA;NA) ) (8;60) state under conditions of excitation by
a very weak laser field. This state is relatively short-lived.27

TheNA ) 60 state is located roughly 2400 cm-1 above the
limit for direct dissociation (T3) but 450 cm-1 below the top
of the centrifugal barrier (T4).

In Figure 2 we show the normalized absorption spectrum
(yield spectrum),Yabs ) (1 - <ΨX| ΨX>), calculated at
the end of propagation with the target stateNA ) 60. The
spectrum also shows the relative contribution of the three
predissociation channelskj. This relative contribution is
defined as

where the flux is calculated at an internuclear separation of
ro ) 20 au

Despite the fact that the (8;60) state is lying above T3,
only predissociation occurs. This implies that direct dis-
sociation is much slower than predissociation. This in turn
is due to tunneling being required for the direct process.
Among the three predissociation channels state4Π (j)5)
clearly dominates. This is connected to the crossing point
between the bound A state and the repulsive states, where
at the relevant internuclear distance of about 4.5 au the spin-
orbit coupling matrix element is largest for this channelj )
5. Evidently the fractionk5 is basically independent of the
excitation frequency,k4 slightly increases, andk3 slightly
decreases with excitation frequency.

By fitting a Lorentzian function to the numerical data we
derive a lifetime of 409 fs. For comparison we performed
calculations for the free decay of eigen states. In the latter
case the optical excitation step is not included in the

numerical calculations.23,27 For this free decay a lifetime of
411 fs is obtained in very good agreement with the optically
induced decay. We note, however, that the numerical data
in Figure 2 show a small deviation from Lorentzian line
shape. On the low-frequency wing of the spectrum, the
numerical data are above; on the high-frequency wing of
the spectrum the numerical data are below the best Lorentzian
line fit. An experiment aimed at detecting this deviation from
Lorentzian line shape would require a high signal/noise ratio
on the order of 50. The absorption spectrum with the target
stateNA ) 61 is shown in Figure 3. This rotational state,NA

) 61, is still about 330 cm-1 below the top of the barrier
(T4 for NA ) 61). For this and all higher states predissociation
and direct dissociation can effectively compete. This com-
petition is the topic of the current manuscript. Here, forNA

) 61 the contribution from direct dissociation is only 0.3%,
despite the fact that the stateNA ) 61 is relatively long-

kj )
Flux(Ψj(ro,t))

∑
j)3

5

Flux(Ψj(ro,t))

Flux(Ψj(ro,t)) ) p
2‚i‚m

‚[Ψ* j(ro,t)‚(∂Ψj(r,t)

∂r )
rfro

-

Ψj(ro,t)‚(∂Ψ* j(r,t)

∂r )
rfro

]

Figure 2. Normalized absorption spectrum of the DCl+ into
the vA ) 8, NA ) 60 state (Q1 transition): symbols: numerical
data; line: Lorentzian function. Relative contribution of the
three repulsive states to the overall predissociation process
as a function of the excitation frequency (labeled k3, k4, and
k5).

Figure 3. Normalized absorption spectrum of the DCl+ into
the vA ) 8, NA ) 61 state (R1 transition): symbols: numerical
data; line: Lorentzian function. Relative contribution of the
three repulsive states to the overall predissociation process
as a function of the excitation frequency (labeled k3, k4, and
k5).
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lived. A Lorentzian fit to the numerical data leads toτ )
974 fs. The free decay of eigenstates leads toτ ) 1 ps, again
in good agreement. While channel 5 clearly dominated for
NA ) 60, here predissociation is dominated by channelj )
4 and j ) 5, and channelj ) 3 contributes less than 5%.
The frequency dependence of allkj is weak. However, there
is again a noticeable asymmetry in the frequency dependence
of Yabs, similar to the situation forNA ) 60. Figure 4 shows
the absorption spectrum leading to the target stateNA ) 62.
This state still lies 216 cm-1 below T4 (NA ) 62). During
the course of the investigation it turned out, that this is the
longest living state considered in this work. Thus it was
deemed appropriate to check for possible contributions of
the laser pulse duration on the calculated lifetime. Therefore
numerical calculations have been performed for two different
total laser pulse durations (propagation times), i.e., 40 and
80 ps (τ(FWHM) ≈ 14.6 and 29 ps). Evidently, the
absorption profile (Yabs) is slightly more narrow for 80 ps
compared to 40 ps. Since the difference is small, we conclude
that 80 ps are long enough to accurately represent the
dynamics. Consequently a lifetime ofτ ) 2.2 ps has been
derived from a Lorentz fit to the numerical absorption
spectrum. The contribution of direct dissociation to the total
flux is about 10%. A free decay of eigenstates has no
meaning in this case and is therefore not available for
comparison. In terms of channel competition the total flux
in NA ) 62 is dominated by channelsj ) 3 and j ) 4.
Channelj ) 5 contributes even less than the direct dissocia-
tion for the major part of the spectrum. The spectral
characteristics ofYabsandYdissare very similar. This implies
that also predissociation and dissociation have very similar
spectral characteristics. Figure 5 shows the absorption
spectrum leading to the target stateNA ) 63. For this state,
which lies 113 cm-1 below T4 (NA ) 63), the lifetime is
720 fs. The contribution ofkdiss to the entire flux is about
38%, independent of the frequency. Fifty percent of the total
flux goes into the predissociation through channelj ) 3.

Channelj ) 5 contributes about 10%, andk4 is negligible
again with weak frequency dependence. In a later section
we will discuss the influence of the laser pulse intensity and
duration on the product yield for this target state. Figure 6
shows the absorption spectrum leading to the target stateNA

) 64. In 0th order this state lies 29 cm-1 below T4 (NA)64).
This vicinity to T4 leads to significant deviation from
Lorentzian line shape for all yield data (Yabs ) Ydis + Ypr).
To get at least a rough figure of the order of magnitude of
τ, we have included a Lorentzian line fitted to the FWHM
of the dataYabs(red line). This leads toτ ) 210 fs. Evidently
kdis increases from 0.6 on the low-frequency wing of the
spectrum to above 0.9 at 150 cm-1 above the center
frequency. This increase inkdis is most likely connected to
the vicinity to the top of the centrifugal barrier to direct

Figure 4. Normalized absorption spectrum of the DCl+ into
the vA ) 8, NA ) 62 state (Q1 transition): symbols: numerical
data (b 9: 80 ps, O 0: 40 ps); red line: Lorentzian function
fitted to b. The line through the 9 and 0 data is the result of
spline. Relative contribution of the three repulsive states to
the overall predissociation process as a function of the
excitation frequency (labeled k3, k4, and k5).

Figure 5. Normalized absorption spectrum of the DCl+ into
the vA ) 8, NA ) 63 state (R1 transition): symbols: numerical
data; red line: Lorentzian function fitted to O. Lines through
Ydis and Ypr data are result of spline. Relative contribution of
the three repulsive states to the overall predissociation
process as a function of the excitation frequency (labeled k3,
k4, and k5).

Figure 6. Normalized absorption spectrum of the DCl+ into
the vA ) 8, NA ) 64 state (Q1 transition): symbols: numerical
data; red line: Lorentzian function fitted to Yabs. Black and
gray lines through data points are the result of spline. Relative
contribution of the three repulsive states to the overall
predissociation process as a function of the excitation fre-
quency (labeled k3, k4, and k5).
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dissociation. It is automatically (due to normalization)
reflected in a decrease ofk3 and alsok4. However, on the
high-frequency wing of the spectrumk4 slightly increases
again. Channelj ) 5 shows a resonancelike variation with
ω. The increase inkdis is associated with the deviation from
Lorentzian line shape on the high frequency wing of the
spectrum. Most likely the reason for both is that the lifetime
for direct dissociation changes much faster than that for
predissociation in this region. This effect appears to be
smooth, indicating that there are no sharp steps in the
corresponding lifetimes. Figure 7 shows the absorption
spectrum leading to the target stateNA ) 65. This is the
first state which lies above the top of the centrifugal barrier
(4 cm-1). Therefore direct dissociation leading to the
formation of D+ dominates. Yet,kdis still increases from 0.75
to 0.9 over a range of 100 cm-1. Statesj ) 3 andj ) 5 each
contribute on the order of 10% at the center frequency,
slightly decreasing withω, the contribution of channelj )
4 is almost negligible.

The numerical data forYabs are very non-Lorentzian on
the highω wing of the spectrum. Obviously, in this situation
the derivation of a lifetime is problematic. To get an estimate
of the magnitude ofτ we have fitted a Lorentzian to the low
ω wing of the data. From this analysis we obtain a lifetime
τ ) 86 fs. This is considered to be a very short lifetime. In
previous work27 we showed that the lifetime between the
rotational islands of stability increased with the RIS index
from about 90 fs to 200 fs. The lifetime of the (8;65) state
is even shorter than the shortest lifetimes calculated between
the threshold and the first RIS (cf. Figure 2 of ref 27). The
asymmetry discussed above forYabsis even more pronounced
in Ydis but less pronounced forYpr. This is indicative of
significant multichannel interactions. In classical kinetics one
would expect the same line shape for directly competing
processes. We will come back to this point below.

III.2. Results for Different Laser Pulse Intensities and
Duration. All the calculations described above utilized very
low laser fields of maximum amplitudeE ) 0.000025 au (1

au) Ehartree/(e‚ao) ) 5142 MV/cm), such that the calculated
absolute absorbance was only on the order of a few %, i.e.,
in the linear regime. At the same time the laser pulse width
were always chosen significantly larger than the total
dissociation lifetime. This ensured that any spectral result
was unaffected by laser pulse properties. In the following
we discuss results for various laser field strength and also
for shorter laser pulse width. Most of these calculations were
performed for theNA ) 63 state. Figure 8 shows the absolute
absorbance yield spectrum for various laser fields between
0.005 au to 0.014 au. The laser pulse width is in each case
1 ps. As it turns out, the absorbance, in particular the
absorbance at the center transition frequency, is a strongly
varying function of the laser field strength. For low fields
the absorbance increases with the power, as expected for
the linear regime. At high laser fields the absorbance in
general exhibits a maximum followed by oscillatory behav-
ior. The precise laser field for which the absorbance becomes
maximum depends on the target state and also the excitation
frequency and the pulse duration. For the current condition
the highest peak absorbance is observed for an intermediate
laser field of 0.007 au (trace c in Figure 8). The correspond-
ing intensity isIo ) 0.5‚εo‚c‚Eo

2 ) 3.5‚1016 W/cm2‚Eo
2, where

E is given in atomic units. For this field, which is a factor
280 higher than that in Figure 5, the maximum absorbance
is Yabs ) 1. For laser fields above and below this special
value the maximum absorbance at the center frequency is
smaller. Even more interesting is the spectral characteristics
of the absorbance and the ratio of direct dissociation to
predissociation on the high-frequency wing of the excitation
spectrum. Here, the contribution of direct dissociation to the
total flux, kdis, increases between 28 100 and 28 300 cm-1

from about 0.4 to 0.9. It is important to emphasize that the
increase inYabs does not represent a transition to the next
higher rotational state, since only a single final rotational
state is included in these calculations. Rather, the increase
in kdis is mostly likely related to surpassing the top of the
barrier for direct dissociation. While the fractional yield of
direct dissociation at a given excitation frequency does not
depend on the laser field, the absolute absorbance does
increase with increasing laser field strength amplitude in the
region of the top of this barrier (around 28 300 cm-1). Since

Figure 7. Normalized absorption spectrum of the DCl+ into
the vA )8, NA ) 65 state (R1 transition): symbols: numerical
data; red line: Lorentzian function fitted to Yabs. Black lines
through data points: spline. Relative contribution of the three
repulsive states to the overall predissociation process as a
function of the excitation frequency (labeled k3, k4, and k5).

Figure 8. Absolute absorption yield spectrum of the DCl+

into the vA ) 8, NA ) 63 state for various laser fields: a:
0.0001 au, b: 0.005 au, c: 0.007 au, d: 0.01 au, e: 0.014 au.
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the square of the laser field amplitude scales with the laser
intensity (see above), this implies an increasing absolute yield
of absorbance with increasing intensity. It is interesting to
note that a similar result for the spectral absorbance is
obtained in calculations, where the laser pulse duration is
varied, but the laser field amplitude is kept constant.

Another interesting aspect is the time dependence of the
individual channel contributions. In classical kinetics the
branching ratio of directly competing chemical processes is
time independent. We may now ask the question: down to
what time regime is this picture valid. At zero time all
molecules are in their ground state. With propagation in time
the flux through the available channels increases. For laser
pulse duration larger than 0.3 ps the yield of direct dissocia-
tion increases smoothly with time, approaching a limiting
value ofkdis ) 0.38. However, for pulse duration of 0.1 ps
k3 first increases steeply to about 0.48 and decreases then
with time, approaching a limiting value 0.42. This is a first
indication of multichannel dynamics. The time dependence
of the predissociation yield exhibits nonmonotonic behavior
with transient maxima for all laser pulses between 0.1 and
5 ps. Again, this result would not be expected in classical
kinetics. Finally in Figure 9 we present the time dependence
of the branching ratio between direct dissociation and
predissociation for laser pulses with durations between 0.1
and 5 ps. For all these laser pulse durations considered the
branching ratio reaches a time independent value after several
picoseconds. However, this limiting value is not approached
in a step function but either by a monotonic increase for
long pulses or by a nonmonotonic increase for pulse duration
of 0.1 ps. We note that the limiting value for 0.1 ps differs
from that for longer laser pulses. The time dependence of
the branching ratiokdis/(k3+k4+k5) directly reflects the time
dependence of the interaction between the different electronic
states involved. While this is in fact not surprising from the
dynamical point of view, the interesting aspect is that the
fingerprint of this interaction ceases after several picoseconds
and the response of the system changes from pure dynamical
to classical kinetic behavior.

IV. Summary
We have investigated the competition between direct dis-
sociation (formation of D+) and predissociation (formation
of Cl+) for high lying rovibrational states vA ) 8, NA ) 60-
65 in the region of the top of a centrifugal barrier in the
A2Σ+ state of DCl+. Direct dissociation becomes important
starting from about 100 cm-1 below the top of this barrier
via tunneling. Analysis of the omega dependence of the
channel yields reveals significant multichannel interactions.
The individual channel yields vary strongly with omega but
also with time. In classical kinetics directly competing
chemical reaction channels lead to a time independent
product ratio. In the fragmentation of DCl+ multichannel
interaction leads to a pronounced time dependence of product
branching ratios. This can be rationalized as being due to a
time dependence of the effective cross section for population
transfer between individual levels. In principle this time
dependence could in part originate from the time dependence
of the laser field. We note, however, that multichannel
interactions are also predicted in calculations which do not
take into account the laser field.22 More likely the multi-
channel dynamics reflect the microreversibility of population
flow between the different electronic states involved. In the
long time limitsreached after several picosecondssa transi-
tion to classical kinetics is observed. For the future it would
be interesting to perform similar calculations also for vA )
9 and 10, since for these vibrational levels the corresponding
NA quantum numbers would be significantly lower and
therefore more easy to access experimentally.

The photochemical processes considered in the current
work have been induced by one photon absorption from the
ion X state into the electronic excited A state. An alternative
access to the competition between dissociation and predis-
sociation is provided by femtosecond multiphoton excitation
in the IR or mid-IR. As an example we mention the
competition between direct dissociation of NaI, leading to
the formation of Na• and I•, and predissociation, leading to
Na+ and I-, as investigated theoretically by Engel and co-
worker.34 For the title molecule of the current work we have
reported evidence for the possibility to control the competing
product channels D+ vs Cl+ in a fs experiment employing
800 nm pulses.35
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Abstract: A complete set of Lennard Jones parameters for the halide ions, F-, Cl-, Br-, and

I-, ammonium ion, and the alkali metal ions is reported. The parameters have been optimized

using Monte Carlo simulations and free energy perturbation theory with the TIP4P water model

to reproduce experimental free energies of hydration and locations of the first maxima of the

ion-oxygen radial distribution functions, to provide water coordination numbers consistent with

experimental ranges, and to exhibit gas-phase monohydrate energies in reasonable agreement

with ab initio values. Average errors for absolute and relative free energies of hydration for the

ions are ca. 1 kcal/mol. For the halides, this is the first self-consistent set of parameters that

has been optimized for aqueous-phase performance. The good results for relative free energies

of hydration are particularly auspicious for use of the new parameters in a wide variety of liquid-

phase simulations where halide and alkali cations are systematically varied.

Introduction
The study of the hydration of ions is of major importance in
chemistry and biochemistry. When ions are part of a system
to be studied by classical simulations, a set of parameters
describing the interactions of the ions with other atoms is
necessary. These parameters are usually those of a Lennard-
Jones (LJ) potential, which is an empirical, effective two-
atom potential. Electrostatic interactions are described by
Coulomb’s law and fixed atomic charges. The LJ parameters
of the ions can be fitted to reproduce thermodynamic and
structural data, whereas the atomic charges are assigned a
priori as the formal charges of the ions. The properties are
derived from statistical-mechanical simulations of model
systems, which are intended to resemble an infinitely dilute
solution.

A main problem with simulating hydration of ions is the
electrostatic interactions. Because of their range, it is
necessary to correct for the use of a finite model system.
Doing this can strongly affect both structure and free energy
of hydrated ions.1-3 For an ion in an aqueous model system,
both the ion-water (IW) and water-water (WW) interac-
tions contribute to the hydration free energy:2 WW interac-
tions disfavor ion hydration, whereas IW interactions favor

hydration. The problem of long-range electrostatics in general
remains unsolved, although progress is taking place.4-6

When the simulation system is truncated, corrections for
the absent bulk are needed. Born theory can be applied to
correct to the asymptotic limit of cavity sizes, as this limit
is determined by the long-range behavior of Coulomb’s law.
For normal ions with small cavities given by ionic or covalent
radii, the hydration enthalpies are inversely proportional to
the radii as implied by Born theory.7 However, the contribu-
tions to the free energy of solvation from the region closest
to even a spherical ion are not well modeled by Born theory,
since deviations from continuum theory are largest at short
range.3,8 Notably, the hydration of anions and cations with
the same cavity sizes should differ, owing to the different
structure of the water molecules around an anion and a cation,
but Born theory only depends on the squared ion charge.
However, a Born correction is justified at longer distances
and can be used to correct for hydration energies outside a
cavity radius defined by the cutoff procedure.

There are two main approaches to modeling ion hydra-
tion: One is to use space-filling replicas of the simulation
cell with periodic boundary conditions (PBC), typically boxes
of water with a central ion in each cell. Another is to simulate
only one cell without replicas and include nonperiodic
boundary conditions (NPBD). Examples of the latter include* Corresponding author e-mail: william.jorgensen@yale.edu.
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a pure vacuum calculation, a truncated physical system
without periodicity, or possibly a truncated system with
constraints to the surface region, as in a droplet with spherical
boundary conditions (SBC). There are advantages and
disadvantages to both approaches.9

For PBC, the use of lattice techniques such as Ewald
summation provides an opportunity to calculate the electro-
statics of the system, as a periodic solution to the Poisson
equation. However, Ewald summation does not describe the
asymptotically decaying electrostatic field, because of the
periodicity, i.e., the finite concentration. A self-energy
correction can be used to remove the artificial self-interaction,
but the model system is still made up of replicas of finite
systems. In charged systems, the use of a neutralizing
background charge density, usually chosen to be uniform,
is deemed necessary, even though this does not model a real
counterion density.10 Another issue is the boundary condi-
tions: It has been found that tin foil boundary conditions
give substantial errors.11 However, this artifact can be
remedied by using vacuum boundary conditions instead.11,12

Even with these approximations, calculations with PBC
on small clusters give reasonable and size independent
hydration energies when using Ewald summation with a self-
energy correction.13 A cancellation of self-energies and water
polarization contributes to this success, but this effect is not
yet well understood.9 As an alternative, a Born correction
may be applied in PBC with a cavity radius equal to the IW
cutoff radius, but the resulting free energies will depend
critically, even arbitrarily, on the value of the WW cutoff.3

The alternative to PBC is typically to use a droplet of water
with the ion situated in the center. To remove finite-size
effects, several suggestions for SBC are available. Constraints
on the density of the droplet and on the polarization of
surface water molecules to fit bulk properties are common.14

The surface potential, the work required to move a unit
charge through the surface, was suggested to make up for
the difference between PBC and SBC.15,16It varies less than
0.5 kcal/mol with increasing system size beyond a cavity
radius of 10 Å,15 though estimates of its magnitude vary,
e.g., 2.3 kcal/mol,17,18 4 kcal/mol,19 and 12 kcal/mol,15

depending on the model.20 A value of 3 kcal/mol was
calculated specifically for the TIP4P water model used in
the present work.21 Interestingly, experiments face very
similar problems, with pros and cons on the sides of cluster-
ion experiments and bulk solutions.19

With PBC, a decision on truncation of the IW and WW
interactions is necessary. There is still no consensus on the
best way to truncate interactions. While people often use
exactly half the box length as the IW cutoff,22,23 it is also
advised to use IW cutoffs “significantly shorter than half
the box length”.24 Cutoff corrections from continuum theory
have been made for both IW and WW interactions, rendering
the earlier problematic calculations3 size independent to
within (0.7 kcal/mol.25 A comparison was done between
PBC and SBC, in the form of the surface constrained all-
atom solvent model by Warshel and co-workers (SCAAS).26

It was pointed out that when applying the corrections, the
discrepancy between the methods was 5 kcal/mol for the Ne
f Na+ mutation. This suggests that at least one method is

less accurate, or both have uncertainties of that magnitude.25

However, similar numbers (-109 and-108 kcal/mol) were
obtained for PBC and SCAAS using 10 Å cutoffs, suggesting
that the methods yield similar results when the cutoffs are
identical.25 Instead, the infinite cutoffs that can be applied
in the SCAAS models seem to be responsible for the
difference. Since this effect mainly applies to WW interac-
tions, these calculations are more repulsive than the solvent-
solvent cutoff correction would imply, thereby giving less
favorable hydration energies by up to 5 kcal/mol. Other
corrections for WW cutoffs have been studied, but the results
were only reasonably independent of system size when
differences in IW and WW cutoffs were 2 Å or less.24

Some compilations of experimental data on ion hydration
are shown in Table 1. Since experimental hydration free
energies range over at least 10 kcal/mol,19,27,28reproducing
absolute free energies of hydration is not as important as
obtaining size independentmodels of ion hydration, i.e.,
models that give similar answers for various cell sizes, and
therefore can be corrected with a simple constant independent
of system size.

Importantly, relative free energies of hydration within a
series remain in quantitative agreement, except for the value
for F- computed by Noyes, which is off by 15 kcal/mol.
Another problem is the relative free energies between the
alkali metal ion and halide series. In the Marcus compila-
tion,27 Li + ≈ F-, whereas in the Tissandier compilation,19

Li + is better hydrated by 24 kcal/mol. In particular, the
Tissandier values are similar for Cs+ and Cl-, which have
similar ionic radii (rI) and first maxima of their radial density
distributions (R1) (these two properties are linearly cor-
related). However, it is well-known that anions have more
negative∆Ghyd for similar radii,30 so Tissandier’s cluster-
pair approximation seems less adequate for separating
hydration contributions for anions and cations. Because of
these considerations, the Marcus compilation has been used
as the target data for the present work.

A number of additional computational studies of ions in
solution should be noted. For the particular case of halide
and alkali metal ions, early Monte Carlo simulations of Li+,

Table 1. Experimental Ionic Radii, First Maxima of Radial
Distribution Functions, and Free Energies and Entropies of
Hydration

-∆Ghyd
c

ion rI (Å)a R1 (Å)b Marcusd Noyese Tissandierf
-T∆SHyd

c

Marcusd

Li+ 0.69 2.08 113.5 122.1 126.4 13.1
Na+ 1.02 2.36 87.2 98.4 101.3 12.0
K+ 1.38 2.80 70.5 80.6 84.1 8.4
Rb+ 1.49 2.89 65.7 75.5 78.6 7.2
Cs+ 1.70 3.14 59.8 67.8 73.1 7.2
NH4

+ 1.48 68.1 9.6
F- 1.33 2.63 111.1 89.5 102.5 10.8
Cl- 1.81 3.19 81.3 76.1 72.7 6.0
Br- 1.96 3.37 75.3 69.2 66.2 4.8
I- 2.20 3.65 65.7 60.3 57.4 3.6

a Ionic radii from ref 27. b First maximum of ion-water oxygen
radial distribution functions from ref 29. c ∆G and T∆S for ion(gas)
f ion(aq) in kcal/mol. d Reference 27. e Reference 28. f Reference
19.
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Na+, K+, F-, and Cl- in water were carried out by Mezei
and Beveridge,31 and simulations of Na+ in water, methanol,
and tetrahydrofuran were performed by Chandrasekhar and
Jorgensen.32 Another detailed study described the volumes,
coordination numbers, hydration energies, and energy com-
ponents for Li+, Na+, F-, and Cl- based on a parameter set
fitted to HF/3-21G* or HF/3-21+G geometries and interac-
tion energies.33 For obtaining hydration free energies, Brooks
studied Cl- and Br- ions by thermodynamic perturbation
and temperature derivatives.23 Free energy perturbations
(FEPs) have been applied by Lybrand et al. to compute the
difference in∆Ghyd for Cl- and Br-,34 by Jorgensen et al. to
compute the absolute∆Ghyd of Cl-,35 and by Åqvist to obtain
absolute free energies for alkaline and alkaline earth metal
ions.36 These studies showed that relative free energies of
hydration can be obtained with good accuracy. The study
by Åqvist demonstrated that it is also meaningful to aim for
absolutefree energies of hydration, and from there, relative
free energies follow. Another study by Migliore et al.37 used
a similar perturbation approach to calculate the relative
hydration free energies of Li+, Na+, and K+ as well as F-

and Cl-.

Ion parameters used in standard software packages differ
substantially and give rise to different structures and energet-
ics for ions in water.38 The present focus is on development
of parameters optimized to reproduce liquid-phase properties,
as in the philosophy of the OPLS force fields and the
approach by Åqvist.36 In addition to Åqvist’s widely used
parameters, other LJ parameters were developed for Li+,
Na+, F-, and Cl- by Chandrasekhar et al.,33 for these ions
and K+ by Pettitt et al.,39 and for Na+ and K+ by Marrone
and Merz.40 All alkali metal ions and halide ions were
parametrized by Peng et al. based on experimental crystal
data.41 They also included a compilation and discussion of
other alkali metal and halide ion parameters. Some negative
conclusions40 regarding transferability of ion models were
found to be invalid.42,43The treatment of long-range interac-
tions remains a major reason for discrepancies between ion
hydration studies.

Despite these efforts, no consistent OPLS-style (based on
fitting to liquid-phase data) set of parameters has so far been
developed for the halide ion series. By consistent, it is meant
that relative free energies and structures between the ions
should be well reproduced. The purpose of the present work
is to develop such a consistent set of force field parameters
for the halide ions. In addition, it would be highly desirable
to have one set of force field parameters giving free energies
and structures consistent forboth cations and anions, since
an important goal is to obtain reliable energies and structures
also in situations containing multiple ions, such as for a
protein with counterions and added salt. Therefore, param-
eters have also been obtained for the alkali metal ions and
united-atom NH4+, using the same set of experimental target
data.

It has been argued that the effective, additive LJ potential
is suitable for simulations as long as parameters are obtained
in a consistent manner;42 the limited adoption of polarizable
force fields indicates that effective pair potentials will
continue to play an important role in molecular simulations.

Methods
Computational Details. Monte Carlo (MC) statistical me-
chanics simulations were performed to obtain averaged
thermodynamic and structural results. All calculations were
carried out with the BOSS software, version 4.6, following
standard protocols including use of the TIP4P water model44

and preferential sampling for water molecules near the ion.45

As described below, most simulations were carried out for
a single ion in water droplets with 10- or 15-Å radii
containing 137 or 472 water molecules. Free energy pertur-
bations (FEPs) were carried out to obtain ensemble-averaged
free energies of hydration by annihilating the ions. In one
set of FEPs, charges were neutralized, and subsequently the
Lennard-Jones parameters were perturbed to zero. Absolute
free energies were obtained in this way for all ions.
Generally, 10 windows with double-wide sampling were used
for an FEP. Each MC simulation was run for 5-10M
configurations of equilibration and 10-20M configurations
of averaging, depending on system size. The typical statistical
uncertainty for the computed free-energy changes was ca.
0.1 kcal/mol. The temperature for all simulations was 298
K and the pressure was 1 atm when periodic boundary
conditions were used. In the cutoff procedure, the nonbonded
energy between the entire water molecule and the ion was
evaluated if any of the three water atoms was closer than
the cutoff distance to the ion. The simulations with PBC and
TIP4P boxes were subject to a variety of both WW and IW
cutoff distances, whereas in the droplet simulations all
interactions were evaluated within the droplets using cutoffs
of 100 Å. The Lennard-Jones parameters for the ions were
developed to simultaneously yield good agreement with the
experimental free energies of hydration and locations of the
first peaks in ion-water radial distribution functions. Con-
sistent with the practice for the OPLS-AA force field,
geometric combining rules are used here for the Lennard-
Jones parameters, i.e.,εij ) (εii εjj)1/2, σij ) (σiiσjj)1/2. As noted
previously,43 lack of attention to this detail can lead to
significant discrepancies.

Calibration of the Model. The following describes the
choice of simulation model used here. Due to problems
mentioned already with Ewald summation (boundary condi-
tions, finite ion concentration, and the use of uniform
background charges), such an approach was deemed im-
practical for the present purpose. As an alternative, using a
Born correction in PBC without Ewald summation makes
little sense insofar as the problem of WW interactions is not
well accounted for. Ideally, all WW interactions within the
“cavity” formed by the IW cutoff should be included, so
that the remaining hydration free energy outside the cavity
is effectively that predicted by continuum theory. But with
the use of PBC, IW cutoffs have to be smaller than or equal
to half the box length. As described earlier, the magnitude
of the hydration free energy then depends critically on the
choice of WW cutoff.3 To get a clearer picture of these
effects, FEP annihilations were performed for Åqvist’s Na+

ion in boxes of TIP4P water with PBC and various WW
and IW cutoffs. The results are shown in Figure 1. When
the IW and WW cutoffs are equal,∆Ghyd varies little beyond
a cutoff of 9 Å, implying cancellation of errors. However,
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the additional results are not consistent with continuum
theory, implying that this model is unbalanced. Interestingly,
size consistency is obtained as the WW cutoff increases to
twice the IW cutoff. The box used to study the dependence
on WW cutoff from 8 to 18 Å contained 2500 water
molecules, using 10 M configurations for equilibration and
20 M for averaging. However, these calculations are very
time-consuming, in particular for parametrization work,
where large numbers of FEP calculations are required.

As an alternative, use of a droplet with a Born correction
should give size-independent results within the error of the
surface potential and the SBC.15 These errors amount to 3-4
kcal/mol for pure water19 independent of system size and 1
kcal/mol for the surface polarization (as calculated with
SCAAS),25 i.e., less than the errors in estimates of absolute
hydration free energies for ions from experiment. This was
tested in FEP annihilations of Na+ in TIP4P water droplets
of varying size. A half-harmonic restoring force of 1 kcal/
mol-Å2 was used to inhibit potential evaporation of water
molecules from the surface of the droplet, though this is a
very rare event in the absence of the restoring potential. The
results are shown in Figure 2. When the hydration free energy
is given as the simulated free energy plus the Born correction,
with the Born radius equal to the droplet radius, the free
energies of hydration become size independent and give a
free energy of hydration of-90 kcal/mol. Åqvist’s result
with the same ion parameters, SCAAS model, and SPC water
was-98 kcal/mol.36

Because of these considerations, the present work has been
carried out on water droplets using infinite IW and WW
cutoffs. Use of a droplet with a 10-Å radius for parametriza-
tion was justified by the preliminary results. However, all
optimized parameter sets were also validated in droplets with
15-Å radii. Larger droplets do not affect the free energy of

hydration beyond the uncertainty of the simulations (∼ 1
kcal/mol), as long as infinite cutoffs and a Born correction
are applied. The Born model was shown to be consistent
with the scaling of size corrections in large water clusters
containing an ion.46

The present model is depicted in Figure 3. The ion is
positioned at the CAP origin; it is not moved so it remains
at the center of the droplet throughout the simulation.
Otherwise, as the ion is discharged and becomes more
hydrophobic it would tend to migrate to the surface. Three
setups were tried to test the stability of the model using
different boundary treatments: (i) droplets without any
constraints (a restoring force constant CAPFK) 0); (ii)
droplets with a potential CAPPOT starting at the droplet
radius CAPRAD, with CAPFK) 1 kcal/mol-Å2; and (iii)
droplets with CAPFK) 1 kcal/mol-Å2, but starting at
CAPRAD + 5 Å. The small values of CAPFK reflect a

Figure 1. Simulations of Åqvist’s Na+ in TIP4P boxes with PBC. Effect of IW and WW cutoffs.

Figure 2. Calculated free energy of hydration for Åqvist’s Na+

in TIP4P water droplets with infinite (100 Å) cutoffs for both
water-water and ion-water interactions.
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compromise to minimize artificial constraints on the density
of the droplets, while still preventing significant evaporation
of water molecules, which could compromise the validity
of the Born correction. As shown below, all three setups
give very similar results. The free energies of hydration are
insensitive to these mild boundary constraints, mainly due
to the larger radial force that the ion and neighboring water
molecules already exert on the water molecules near the
surface.

Results and Discussion
Halide Parameters.The optimized Lennard-Jones param-
eters are shown in Table 2. There exists a positive correlation
between bothσ and ε and R1 and a negative correlation
between bothσ andε and the magnitude of∆Ghyd. Because
of this, freedom is limited during parametrization when fitting
to R1 and∆Ghyd. Even then, it was possible to find one value
of ε, which could be used to fit all halide ions and all cations,
respectively. It is not obvious that there should be a particular
trend in ε parameters for ions when going down a period.
The trends in existing force field parameter sets41 are mainly
due to predefined end points of the free energy curves used
during fitting. In fact, for the noble gases, the trend inε

parameters is opposite of that in most ion sets, i.e.,ε increases
going down the period.47 This is reasonable, as dispersion
interactions are expected to scale with the size of the neutral
atoms. However, for ions, the LJ potential must include
polarization effects indirectly through fitting of parameters
and not with an explicit physical term, so no particular trend

is trivially anticipated. Thus, the minimal model of identical
ε parameters for all halides has been adopted here. A value
of ε ) 0.71 kcal/mol gave the best fit to both structure and
energies for all halide ions. On the other hand, theσ
parameters follow the clear trend of increasing ion sizes,
which is consistent with the physical picture of increasing
ionic radii.

Table 3 shows the obtained free energies of hydration with
the three different models: no restraint force, a force constant
CAPFK of 1 kcal/mol Å2 turned on at CAPRAD, and shifted
to CAPRAD + 5 Å. All three models were applied with a
CAPRAD of both 10 and 15 Å to test for size effects. Thus,
for each final set of halide parameters, six values of∆Ghyd

are presented. While optimization of the parameters was done
with the smaller droplets, it is seen from Table 2 that all six
models provide good absolute free energies, with a RMS
deviation of 0.4-1.5 kcal/mol. This is the limiting accuracy
given the approximations in the setup. Notably, the system
size independence for all three CAP models is excellent.

Furthermore, the first maxima of the ion-oxygen radial
distribution functions (RDFs),R1, display a RMS deviation
from experiment of 0.07-0.08 Å. The structure of the first
solvation shell is very insensitive to the choice of model,
again confirming the validity of the approach. Only the
maxima for the models with a 15-Å radius are listed since
the results are essentially identical for the smaller droplets.
The largest discrepancy is for F-; the peak position could
not be fit to better than 0.12 Å without losing accuracy for
the free energy result. This conclusion was drawn from an
extensive search that involved simultaneously varying both
ε andσ, with ε varying from 0.0001 to 1.0 kcal/mol andσ
from 2 to 4 Å. Larger values ofε worked well for the halide
ions, whereas smaller values were optimal for the cations.
The difference again arises from the variations in the
hydration of anions and cations for a given ionic radius.

Cation Parameters. The optimized Lennard-Jones pa-
rameters for the alkali metal ions and a united-atom model

Figure 3. The spherical model used in the present work.
CAPRAD is the radius of the droplet in Å, CAPPOT is the
half-harmonic restraint potential beyond CAPRAD (full line)
or CAPRAD + 5 Å (dashed line), and CAPFK is the force
constant for the half-harmonic potential.

Table 2. Optimized Lennard-Jones Parameters for Ions

ion σ ε

F- 3.05 0.71
Cl- 4.02 0.71
Br- 4.28 0.71
I- 4.81 0.71
Li+ 2.87 0.0005
Na+ 4.07 0.0005
K+ 5.17 0.0005
Rb+ 5.60 0.0005
Cs+ 6.20 0.0005
NH4

+ 5.34 0.0005

Table 3. Results for Halide Ions in Aqueous Solution

ion -∆Ghyd (10)a -∆Ghyd (15) R1(15)b -∆Ghyd (exp) R1 (exp)

CAPFK ) 0 kcal/mol-Å2

F- 111.8 110.3 2.75 111.1 2.63

Cl- 81.0 80.3 3.25 81.3 3.19

Br- 75.3 77.5 3.35 75.3 3.37

I- 66.0 67.2 3.55 65.7 3.65

RMS 0.4 1.5 0.08

CAPFK ) 1 kcal/mol-Å2, R0 ) CAPRAD + 5 Å

F- 110.5 109.5 2.75 111.1 2.63

Cl- 81.5 81.2 3.25 81.3 3.19

Br- 76.5 76.2 3.35 75.3 3.37

I- 67.6 65.0 3.55 65.7 3.65

RMS 1.2 1.0 0.08

CAPFK ) 1 kcal/mol-Å2

F- 111.6 110.4 2.75 111.1 2.63

Cl- 81.4 79.6 3.25 81.3 3.19

Br- 75.9 76.3 3.35 75.3 3.37

I- 66.1 66.9 3.60 65.7 3.65

RMS 0.4 1.2 0.07
a Free energies of hydration ∆Ghyd in kcal/mol ( 0.5 kcal/mol.

b First maxima of radial distribution functions, R1 in Å ( 0.025 Å.
Parentheses refer to the radius of the water droplet, CAPRAD.
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of ammonium ion are displayed in Table 2. The alkali metal
parameters have been reparametrized from Åqvist’s original
parameters and fitted to the∆Ghyd and R1 of Marcus’
compilation, with the aim of providing parameters that
reproduce experimental data from the same data set. Again,
a minimal model with a single choice forε was successfully
applied. The value of 0.0005 kcal/mol forε was best-suited
to reproduce both structure and free energies simultaneously.
Theσ parameters again followed the trend of increasing ion
size.

The results obtained with the new cation parameters are
displayed in Table 4. As before, all six models provide good
absolute free energies of hydration, this time with a RMS
deviation of 0.7-1.2 kcal/mol, a similar range as for the
halide ions. As seen, system-size independence of the results
is obtained with both anions and cations.

The values forR1 are reproduced with a similar accuracy
as before, i.e., with a RMS deviation from experiment of
0.06-0.08 Å. These deviations are similar to the experi-
mental uncertainty, which is estimated at 0.06-0.08 Å.29

Except for Li+, all peak positions are slightly larger than
from experiment, but other choices ofε did not provide as
good overall results. As a rough conclusion, it can be said
that the new parameters reproduce absolute free energies of
hydration to about 1 kcal/mol and absolute and relative first
maxima of ion-oxygen RDFs to within 0.1 Å.

Comparison with Results using Prior Parameters.To
evaluate the quality of the new parameter set in more detail,
its performance is compared to that using previous param-

eters in Tables 5 and 6. Table 5a shows the absolute free
energies of hydration for the halide ions obtained with the
small and large droplets with CAPFK) 0 kcal/mol-Å2 and
using the old parameters for F-,33 Cl-,33 Br-,34 and I-.48

These parameters also yield good system-size independence,
confirming the general quality of the droplet model. How-
ever, the old halide parameters yield greater deviations from
the absolute free energies of hydration, which is expected

Table 4. Optimized Parameters and Results for Cations in
Aqueous Solutionc

ion -∆Ghyd (10)a -∆Ghyd(15) R1(15)b -∆Ghyd (exp) R1 (exp)

CAPFK ) 0 kcal/mol-Å2

Li+ 114.4 111.9 2.05 113.5 2.08
Na+ 87.6 87.4 2.45 87.2 2.36
K+ 69.4 72.9 2.85 70.5 2.80
Rb+ 65.7 65.4 2.95 65.7 2.89
Cs+ 59.1 60.5 3.20 59.8 3.14
NH4

+ 68.8 68.4 2.90 68.1 2.85
RMS 0.7 1.2 0.06

CAPFK ) 1 kcal/mol-Å2, R0 ) CAPRAD + 5 Å
Li+ 113.8 112.8 2.05 113.5 2.08
Na+ 88.8 87.4 2.50 87.2 2.36
K+ 70.8 71.6 2.85 70.5 2.80
Rb+ 66.6 66.5 3.00 65.7 2.89
Cs+ 59.3 60.0 3.20 59.8 3.14
NH4

+ 70.3 68.4 2.90 68.1 2.85
RMS 1.2 0.7 0.08

CAPFK ) 1 kcal/mol-Å2

Li+ 114.5 113.3 2.05 113.5 2.08
Na+ 87.9 86.4 2.50 87.2 2.36
K+ 71.1 69.7 2.85 70.5 2.80
Rb+ 66.1 64.4 3.00 65.7 2.89
Cs+ 59.7 58.9 3.20 59.8 3.14
NH4

+ 68.8 68.3 2.90 68.1 2.85
RMS 0.7 0.8 0.08

a Free energies of hydration ∆Ghyd in kcal/mol. b First maxima of
radial distribution functions, R1 in Å. c Parentheses refer to the radius
of the water droplet, CAPRAD.

Table 5. (a) Free Energies of Hydration ∆Ghyd (kcal/mol)
with Old Halide Parameters and (b) Comparison of
Relative Free Energies of Hydration ∆∆Ghyd (kcal/mol)
Obtained with Old and New Halide Parameters

a

ion σ ε

-∆Ghyd

(10)a
-∆Ghyd

(15)a
-∆Ghyd

(exp)

F- b 2.73295 0.72 126.8 126.5 111.1
Cl- b 4.41724 0.11779 77.7 79.6 81.3
Br- c 4.62376 0.09 73.8 76.1 75.3
I-d 5.40 0.07 61.3 62.9 65.7
RMS 8.4 7.9

b

ion ∆∆Ghyd olde ∆∆Ghyd newe ∆∆Ghyd (exp)

F- - Cl- 48.0 30.4 29.8
Cl- - Br- 3.7 4.3 6.0
Br- - I- 14.1 9.8 9.6
RMS 10.9 1.1

a Parentheses refer to the radius of the water droplet. CAPFK ) 0
kcal/mol Å2. b Reference 33. c Reference 34. d Reference 48. e Av-
erage of models with CAPRAD ) 10 and 15. CAPFK ) 0 kcal/mol
Å2.

Table 6. (a) Free Energies of Hydration ∆Ghyd (kcal/mol)
with Old Cation Parameters and (b) Comparison of
Relative Free Energies of Hydration ∆Ghyd (kcal/mol)
Obtained with Old and New Cation Parameters

a

ion σ ε

-∆Ghyd

(10)a
-∆Ghyd

(15)a
-∆Ghyd

(exp)a

Li+ b 2.12645 0.01828 116.5 115.0 113.5
Na+ b 3.33045 0.00277 88.9 91.9 87.2
K+ b 4.93463 0.00033 73.9 75.5 70.5
Rb+ b 5.62177 0.00017 69.2 71.2 65.7
Cs+ b 6.71700 0.00008 66.5 64.1 59.8
NH4

+ c 3.25 0.17 76.6 78.2 68.1
RMS 5.1 5.8
RMSd 4.0 4.4

b

ions ∆∆Ghyd olde ∆∆Ghyd newe ∆∆Ghyd (exp)

Li+ - Na+ 25.4 25.7 26.3
Na+ - K+ 15.7 16.4 16.7
K+ - Rb+ 4.5 5.6 4.8
Rb+ - Cs+ 4.9 5.8 5.9
K+ - NH4

+ -2.7 2.6 2.4
RMS 2.4 0.5 - - -
RMSf 0.9 0.6 - - -

a Parentheses refer to the radius of the water droplet. CAPFK ) 0
kcal/mol Å2. b Reference 36. c Reference 49. Charges: -0.40 (N),
+0.35 (H). d Excluding NH4

+. e Average of models with CAPRAD 10
and 15. CAPFK ) 0 kcal/mol Å2. f Excluding NH4

+.
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since their derivation was different. The absolute free
energies for Cl-, Br-, and I- are not far from experiment;
the main error is due to a large overestimation of the
magnitude of the free energy of hydration for F-. For the
halide ions taken together, the RMS deviation from the
Marcus free energies is 8.4 kcal/mol for the smaller droplet
and 7.9 kcal/mol for the larger droplet.

The corresponding relative free energies obtained with the
old parameters are compared to the results from the new
ones in Table 5b; the averages of the results obtained with
the small and large droplets are used. Whereas the differential
hydration free energy of F- and Cl- is overestimated by 18
kcal/mol with the old parameter set, the error is reduced to
0.6 kcal/mol with the new set. Because the parameters for
the last three halide ions are reasonable, they also yield better
relative free energies. However, the overall RMS deviation
from the experimental relative free energies remains high,
10.9 kcal/mol, for the old halide parameters. This was one
of the main problems to be corrected in the present work.
With the new parameters, the RMS deviation from experi-
mental relative free energies is 1.1 kcal/mol.

Table 6a,b provides similar comparisons with results using
the earlier parameters for cations, i.e., the alkali metal ion
parameters of Åqvist36 and the all-atom OPLS parameters
for ammonium ion.49 The old alkali cation parameters provide
free energies that are uniformly larger in magnitude by just
a few kcal/mol than the experimental numbers, even though
they were parametrized toward slightly different target data.
This shows that the models used by Åqvist and here in fact
provide similar results. Nevertheless, the reparametrization
was carried for both the halide ions and cations for
consistency and to achieve lower overall errors in comparison
to the Marcus data.

The largest deviation is for the old ammonium ion, which
was parametrized independently.49 The Åqvist set alone has
a RMS deviation from our target data of only 4.0 and 4.4
kcal/mol for the small and large droplets, respectively. As
shown in Table 6b, the Åqvist parameters perform very well
for relative free energies with a RMS deviation of 0.9 kcal/
mol. Thus, it appears that relative free energies can be well
reproduced with a variety of models if the parameter set is
well parametrized to fit absolute free energies.36 The new
cation set performs similarly for the alkali metal ions with a
RMS deviation of 0.6 kcal/mol. Therefore, the only effect
of reparametrizing the alkali metal ion parameters has been
to put anions and cations on a common scale and make the
parameters simpler. Larger errors are seen for ammonium,
for which the old OPLS all-atom model actually gives the
wrong relative free energy of hydration compared to K+.
With the new united-atom parameters, this artifact is
removed, and the complete cation set including NH4

+ has a
RMS deviation of 0.5 kcal/mol from the experimental relative
free energies.

Gas-Phase Ion-Water Interactions. To test the reason-
ability of the developed force-field parameters, it is common
to calculate the interaction energies for monohydrates
(complexes of the ions with a single water molecule) and
compare them to ab initio or experimental data. Indeed, many
force fields have been parametrized to fit such energies.

However, in the case of force-field parameters fit to liquid-
state data, it is not expected that a perfect fit is also obtained
for the interaction energies. Deviations are expected owing
to polarization effects, as effective two-body potentials are
biased toward theaVeragemany-body situation in the liquid.
Nevertheless, reasonable results for complexes are expected
in view of the dominant Coulombic component of the
interaction energy.

Table 7 provides a comparison of the interaction energies
for monohydrates obtained with ab initio methods as well
as with the new force field parameters and both a TIP4P
and TIP3P water molecule. The force-field results are from
energy minimizations, while the ab initio values are the
electronic energy difference plus a correction for the change
in zero-point energy, which is quite steady near+1 kcal/
mol.49,50 As can be seen, the interaction energies obtained
with the liquid-phase force field are mostly a little less
negative than the ab initio values. Concomitantly, the force
field yields slightly larger ion-oxygen distances than the ab
initio calculations. The differences are greatest for the
smallest ions, F- and Li+, which are the most bound and
most polarizing. Overall, the results appear reasonable and
follow the expected trends with increasing ion size. Further-
more, the differences for the ion-oxygen distances between
the TIP3P and TIP4P water models are negligible, while the
interaction energies are generally more favorable with TIP3P
by 1-2 kcal/mol. However, the optimal water-water
interaction is also stronger for the TIP3P water dimer (-6.50
kcal/mol) than the TIP4P dimer (-6.24 kcal/mol),44 so the
free energies of hydration for the ions with either water
model should be similar.

Structure for Ions in TIP4P Water. Structural informa-
tion for the ions in aqueous solution is reflected in the ion-
water radial distribution functions and coordination numbers.
For the first solvent shell, the coordination number is
estimated by integrating the computed RDF to the first
minimum. The results described here come from the MC
simulations with the 15-Å droplets and with the restoring
potential turned on 5 Å beyond CAPRAD.

Table 8 compares the performance of the new and old
parameters for the first-shell coordination numbers. First of
all, experimental estimates of coordination numbers vary
widely,29 indicating that different techniques and counterions

Table 7. Ion-Oxygen Distances and Interaction Energies
for Ion-Water Complexes in the Gas Phase

ion

RO (Å)
OPLS
TIP4P

RO (Å)
OPLS
TIP3P

RO (Å)
ab initio

∆E
OPLS
TIP4P

∆E
OPLS
TIP3P

∆E0
ab initio

∆Hhyd,1
expd

F- 2.71 2.73 2.44a -19.5 -19.3 -25.1a -23.3

Cl- 3.24 3.26 3.11a -13.0 -13.5 -13.1a -13.1

Br- 3.38 3.38 3.32a -11.9 -12.5 -11.5a -12.6

I- 3.62 3.63 3.63a -10.3 -11.0 -9.6a -10.2

Li+ 1.99 1.96 1.85b -28.1 -31.6 -33.5b -34.0

Na+ 2.43 2.41 2.28b -19.4 -21.6 -22.4b -24.0

K+ 2.80 2.77 2.59 -15.0 -16.6 -17.9b -16.9

Rb+ 2.93 2.90 2.86 -13.7 -15.2 -15.1c -16.0

Cs+ 3.11 3.08 3.07 -12.3 -13.6 -13.8c -14.0

NH4
+ 2.85 2.82 -14.5 -16.0 -17.2

a MP2/6-311++G** from ref 50. b MP2/cc-pVQZ values from ref
51. c MP2/cc-pVTZ values from ref 52. d Reference 52.
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give different results. In addition, the computational estimate
has an uncertainty of ca. 0.5 owing to the flatness of the
RDFs near the first minima. Thus, differences in the
coordination numbers should not be overinterpreted.

Looking first at the halide ions, both old and new
parameters give similar results, which all fall comfortably
within the experimental ranges. In addition, the expected
increase in coordination number going down the periods is
observed, with values of 6.6, 7.6, 7.7, and 7.9 for F-, Cl-,
Br-, and I-. Qualitatively, the results confirm that the
structures of the hydrated ions are consistent with experiment,
in terms of how many water molecules on average are located
within the first hydration sphere.

For the cations, a similar pattern is seen, with coordination
numbers well within the experimental ranges and the
expected trend of increasing coordination numbers with size,
4.8 for Li+, 6.2 for Na+, 7.0 for K+, 7.2 for Rb+, and 7.9 for
Cs+. The coordination number of 7.3 for NH4

+ falls below
the experimental range of 8.1-10.0, even though the value
is what could be expected from the trends in size. With the
new parameters, NH4+ is between K+ and Rb+ in size, and
all three have a coordination number of about 7. It is unclear
how a model with the hydrogens of NH4

+ explicit would
lead to a higher coordination number. In fact, the old model
for NH4

+ is an all-atom one and yields a coordination number
of 6.6. Also, again both the free energy of hydration and
position of the first maximum in the N-O RDF can be well
reproduced with the present united-atom model for am-
monium ion.

The computed RDFs are shown in Figure 4 for the halide
ions, and the computed positions of the first maxima for all
ion-oxygen RDFs are listed in Table 9 using both the old
and new parameters. For the halide ions, substantial im-
provement is made with the new parameters in the first-peak
positions with a better trend and a lower RMS deviation from
experiment, 0.08 Å vs 0.16 Å for the old halide parameter
set. The experimental uncertainty is reported as 0.03-0.07
Å for halide ions.29 A better fit that was also accurate for
the free energies of hydration could not be obtained with
any other choice ofε, nor with freely varyingε-values, which
was initially attempted.

The second part of Table 9 compares the coordination data
for the cations. The Åqvist parameter set36 displays a RMS
deviation from experiment of 0.08 Å, similar to that from

both the new alkali metal and halide parameters. The
experimental uncertainty is reported as 0.06-0.08 Å for
alkali metal ions.29 Thus, structural accuracy similar to the
Åqvist set was obtained now for both the cations and halide
ions.

Transferability to a PBC Setup. Fluid simulations are
often carried out in periodic cells. Therefore, it is important
to test the validity of the relative hydration free energies and
structures under such conditions. Tables 10-13 show the
results calculated with a typical setup of 749 TIP4P water
molecules in a periodic box with the ion in the center.
Importantly, a choice of cutoff has to be made, as discussed
in the Introduction. Commonly, cutoffs of 10 Å for both WW
and IW interactions are chosen. As illustrated in Figure 1,
the resultant absolute free energies are somewhat arbitrary.
However, reasonably accurate relative free energies should
be obtained since they should be dominated by the differ-

Table 8. First-Shell Coordination Numbers for Ions in
Water

ion CN (new) CN (old) CN (lit.)

F- 6.6 6.2 4.0-6.8a

Cl- 7.6 7.3 5.9-8.5a

Br- 7.7 7.4 4.2-8.9a

I- 7.9 7.7 6.0-8.9a

Li+ 4.8 5.0 4.0-6.1a

Na+ 6.2 5.9 4.0-8.0a

K+ 7.0 7.6 5.0-8.0a

Rb+ 7.2 7.7 5,b 7.1,c 7.9d

Cs+ 7.9 7.5 6.0-8.0a

NH4
+ 7.3 6.6 8.1-10.0a

a Literature values from ref 29. b Reference 53. c From QM/MM
simulations, ref 54. d Reference 55.

Figure 4. Radial distribution functions for halide ions with the
(a) new and (b) old parameters in TIP4P water droplets with
15-Å radii at 298 K.

Table 9. Calculated and Experimental Positions for the
First Maxima of Ion-Water Oxygen Radial Distribution
Functions

ion R1 (new) R1 (old) R1 (lit.)a

F- 2.75 2.55 2.63
Cl- 3.25 3.15 3.19
Br- 3.35 3.15 3.37
I- 3.55 3.45 3.65
RMS 0.08 0.16
Li+ 2.05 2.05 2.08
Na+ 2.50 2.35 2.36
K+ 2.85 2.65 2.80
Rb+ 2.95 2.85 2.89
Cs+ 3.20 3.05 3.14
NH4

+ 2.90 2.75 2.85
RMS 0.07 0.08
RMSb 0.08 0.08

a Reference 29. b Excluding NH4
+.
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ences in the electrostatic interactions with the water mol-
ecules nearest to the ions.

Table 10 lists the free energy results obtained with the
new halide parameters and the PBC setup. The absolute free

energies are systematically less negative than experiment by
2.5-6.1 kcal/mol. The relative free energies computed with
the PBC setup have a RMS deviation from experiment of
2.5 kcal/mol. This is 1.5 kcal/mol less accurate than for the
spherical setups used to parametrize the force field (Table
3), but a substantial improvement over the results with the
old parameters in Table 5b.

Table 11 shows the computed locations of the first maxima
for the halide ion-oxygen RDFs with the new parameters
under PBC. This property is insensitive to the choice of
system geometry, since it is controlled by the sampling of
water molecules close to the ions. The RMS deviation from
experiment is again 0.08 Å, as in Table 9.

Table 12 shows the corresponding absolute and relative
free energies of hydration obtained with the new cation
parameters under PBC. The absolute free energies of
hydration are systematically 14.3-16.9 kcal/mol too nega-
tive. However, the relative free energies have a RMS
deviation from experiment of only 1.1 kcal/mol, an accuracy
similar to that obtained with the droplet models. Table 13
gives the positions of the first maxima of the RDFs; the RMS
deviation from experiment is 0.1 Å. Thus, for computing
structures and relative free energies of hydration, the current
parameter sets also work well for periodic boundary condi-
tions.

As a last test of the transferability of the developed
parameters, the absolute and relative free energies for all
ions were computed with the TIP3P water model instead of
TIP4P,44 using a CAPRAD of 15 Å and the modified
CAPPOT. Interestingly, the TIP3P water model hydrates the
cations (Table 14a) more strongly, whereas it hydrates the
anions (Table 14b) less than with TIP4P, in both cases by
approximately 5 kcal/mol. This means that the consistency
between the cation and anion series only applies when using
the TIP4P water model. However, therelatiVe free energies
within each series are well reproduced in both TIP3P and
TIP4P water. The RMS deviations from experiment using
TIP3P are 1.2 and 1.7 kcal/mol for the cations and anions,
respectively.

Conclusions
Free energy perturbation calculations in the context of Monte
Carlo simulations have been used to obtain a mutually
consistent set of Lennard-Jones parameters for the halide
ions, F-, Cl-, Br-, and I-, and for the alkali metal ions, Li+,
Na+, K+, Rb+, Cs+, as well as united-atom ammonium ion.
The system setup for the calculations featured droplet models
with different boundary restraints and radii. The alternatives
gave very similar and system-size independent results when
Born corrections were applied to correct for the contribution
to the free energy of hydration from outside the droplet. The
parameters were optimized for use with TIP4P water and
yield absolute and relative free energies of hydration for the
ions within about 1 kcal/mol of experiment. Structural
characteristics are also well reproduced with average errors
for ion-water oxygen distances of 0.1 Å or less, and the
first-shell water coordination numbers fall within experi-
mental ranges. Interaction energies and ion-oxygen distances
for complexes of the ions with a single water molecule in

Table 10. Absolute and Relative Free Energies of
Hydration (kcal/mol) Obtained with New Halide Parameters
under Periodic Boundary Conditions

ion -∆Ghyd (calc) -∆Ghyd (exp) diff

F- 107.0 111.1 4.1
Cl- 75.2 81.3 6.1
Br- 72.8 75.3 2.5
I- 61.9 65.7 3.8

ion ∆∆Ghyd ∆∆Ghyd diff

F- - Cl- 31.8 29.8 2.0
Cl- - Br- 2.4 6.0 -3.6
Br- - I- 10.9 9.6 1.3
RMS 2.5

Table 11. Location of First Maxima of Radial Distribution
Functions (Å) Obtained with New Halide Parameters under
Periodic Boundary Conditions

ion R1 (calc) R1 (exp) diff

F- 2.75 2.63 0.12
Cl- 3.25 3.19 0.06
Br- 3.35 3.37 0.02
I- 3.55 3.65 0.10

Table 12. Absolute and Relative Free Energies of
Hydration (kcal/mol) Obtained with New Cation Parameters
under Periodic Boundary Conditions

ion -∆Ghyd (calc) -∆Ghyd (exp) diff

Li+ 127.8 113.5 14.3
Na+ 102.5 87.2 15.3
K+ 86.6 70.5 16.1
Rb+ 80.5 65.7 14.8
Cs+ 76.2 59.8 16.4
NH4

+ 85.0 68.1 16.9

ion ∆∆Ghyd ∆∆Ghyd diff

Li+ - Na+ 25.3 26.3 -1.0
Na+ - K+ 15.9 16.7 -0.8
K+ - Rb+ 6.1 4.8 1.3
Rb+ - Cs+ 4.3 5.9 -1.6
K+ - NH4

+ 1.6 2.4 -0.8
RMS 1.1

Table 13. Location of First Maxima of Radial Distribution
Functions (Å) for Cations under Periodic Boundary
Conditions

ion R1 (calc) R1 (exp) diff

Li+ 2.05 2.08 0.03
Na+ 2.50 2.36 0.14
K+ 2.85 2.80 0.05
Rb+ 3.05 2.89 0.16
Cs+ 3.20 3.14 0.06
NH4

+ 2.90 2.85 0.05
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the gas phase were also found to be in good accord with ab
initio results with the expected differences for the most
polarizing ions, Li+ and F-. Additional investigations
included simulations under periodic boundary conditions and
in TIP3P water; the high accuracy for relative free energies
of hydration is maintained.

The new ion parameters are notable for their performance
in these tests and for their simplicity with just a single value
of the Lennard-Jonesε for the anions and one for the cations.
The good results for relative free energies of hydration are
particularly auspicious for use of the new parameters in a
wide variety of liquid-phase simulations, especially when
halide and alkali cations are systematically varied.
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Abstract: This paper presents a systematic study of the performance of the relativistic effective

core potentials (RECPs) proposed by Dolg-Stoll-Preuss, Christiansen-Ermler, and Hay-Wadt

for Ca2+, Hg2+, and Pb2+. The RECPs performance is studied when these cations are combined

with ethyleneglycol, 2-aminoethanol, and ethylenediamine to form bidentate complexes. First,

the description of the bidentate ligands is analyzed with the Kohn-Sham method by using SVWN,

BLYP, and B3LYP exchange-correlation functionals, and they are compared with the Møller-
Plesset perturbation theory (MP2); for all these methods the TZVP basis set was used. We

found that the BLYP exchange-correlation functional gives similar results like those obtained

by the B3LYP and MP2 methods. Thus, the bidentate metal complexes were studied with the

BLYP method combined with the RECPs. To compare RECPs performance, all the systems

considered in this work were studied with the relativistic all-electron Douglas-Kroll (DK3) method.

We observed that the Christiansen-Ermler and Dolg-Stoll-Preuss RECPs give the best energetic

and geometrical description for Ca and Hg complexes when compared with the all-electron

method. For Pb complexes the spin-orbit effect and the basis set superposition error must be

taken into account in the RECP calculations. In general, the trend showed in the complexation

energies with the all-electron method is followed by the complexation energies computed with

all the pseudopotentials tested in this work.

I. Introduction
Coordination chemistry plays a crucial role in chemical
science. Aqueous solvation, liquid-liquid partitioning, bind-
ing to proteins and other biomolecules, and catalysis are just
a few of many examples. The study of the interactions that
occur between ligands and metal ions is useful to establish
the relationship between structure and the stability of a
complex and the selectivity of a sequestering agent.1 It is
well-known that ligands with many donor atoms give thermo-
dynamically more stable complexes than their analogous
containing unidentate ligands.2

It is common to find neutral nitrogen and oxygen atoms
as donor binding sites in multidentate ligands interacting with
metal ions.3 Nucleic acids, crown ethers, and macrocycles
with antibiotic action are all examples where this kind of
interaction is observed. From a quantum chemistry point of
view, many of these systems have sizes that are prohibitive
for an all-electron ab initio treatment. Additionally, some
metal cations show relativistic effects, which make the
calculations more expensive computationally.

These characteristics have motivated many authors to
combine ab initio calculations with effective core potentials
(ECPs) for modeling inner electrons in an atom.4 For methods
based on localized basis set functions, different ECPs
approaches have been developed to describe the interaction
between metal cations and several ligands. Two different
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† Universidad Auto´noma Metropolitana Iztapalapa.
‡ Pacific Northwest National Laboratory.
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groups of ECPs may be distinguished in the literature accord-
ing to the procedure to obtain them. One group considers
that the atomic ECP should reproduce physical properties
such as the first ionization potentials, the first excitation
energies, and electron affinities. This approach has been
proposed by the Stuttgart-Dresden group.5 The second type
of ECPs comes from the shape-consistent extraction method;
in this, the ECP should give a nodeless pseudo-orbital, and
it is constructed in such a way that the pseudo-orbital has
the same shape of the valence part as the atomic orbital and
its energy must be the same as that obtained from the all-
electron atomic calculation. To this second group of ECPs
belong Christiansen-Ermler6 and Hay-Wadt ECPs,7 for
example. In the design of all these ECPs the Hartree-Fock
method is used, and they are represented in terms of Gaussian
functions. Dolg-Stoll-Preuss,5 Christiansen-Ermler,6 and Hay-
Wadt7 approaches are available in electronic structure codes
and commonly used for the description of ligand-metal ion
interactions. Some of these ECPs have been used in combi-
nation with Hartree-Fock and Møller-Plesset methods8 for
theoretical studies of organometallic compounds,9 photo-
chemical reactions,10 metalation reactions in organic chem-
istry,11 etc. Even when, in our knowledge, these ECPs have
not been optimized or designed in the density functional
theory (DFT)12 context, DFT calculations have been com-
bined with these ECPs to study adsorption phenomena onto
catalyst surfaces,13 defects in semiconductors,14 metal-ligand
bonding15 and bonding energetics of zerovalent and cationic
metals,16 the O17 and C13 NMR chemical shifts in metal com-
plexes,17 and so on. All these cited examples solve a particu-
lar problem on a particular system, and there have been no
systematic studies to show the performance of these ECPs
on the structural and energetic of complexes where, specif-
ically, neutral oxygen and nitrogen donor atoms interact with
cations.

The aim of this paper is to study the performance of
relativistic standard ECPs in combination with DFT, in the
description of complexes between the metal ions Ca2+, Hg2+,
and Pb2+ with ligands where neutral nitrogen and oxygen
are donor atoms (ethyleneglycol, 2-aminoethanol, and ethyl-
enediamine). We chose these ligands for our research because
they are analogues of common structural elements that occur
in multidentate ligands. Thus, our conclusions regarding the
performance of the models on these systems may be extrapo-
lated to more complex ligands interacting with divalent
cations. We have divided our work into four sections. In
section II, the methodology applied in this study is described,
in section III the results and discussion are presented, and
in section IV the conclusions of this work are pointed out.

II. Methodology
To choose the appropriate level of theory to describe the
structure and conformational changes of free bidentate
ligands ethyleneglycol (EG), 2-aminoethanol (AE), and
ethylenediamine (EDA), within the Kohn-Sham (KS)
model,12 which is the most popular DFT implementation,
three exchange-correlation functionals were tested. These
include a local density approximation (SVWN),18 a general-
ized gradient approximation (BLYP),19 and a hybrid approach

(B3LYP).20 We use, in all of these calculations, the polarized
triple-ú basis set (TZVP).21 For comparison we carried out
second-order Møller-Plesset (MP2) calculations with the
same basis set on EG, AE, and EDA conformations. The
results of both methodologies (DFT and MP2) for the most
stable conformer of each molecule are contrasted with exper-
imental data and previous results reported in the literature.
From this comparison, we have selected the method to
describe free bidentate ligands with the best ratio between
the structural and energetic description and a reasonable
computational effort.

To determine the ECPs performance on the energetic
description of Ca, Hg, and Pb atoms, the first and second
ionization potentials were estimated using each type of
relativistic pseudopotentials tested in this work. For Ca, 10
core electrons were replaced with a relativistic effective core
potential (RECP). We used three RECPs approaches: Dolg-
Stoll-Preuss (Stuttgart),5 Christiansen-Ermler (CRENBL),6

and Hay-Wadt (LANL2DZ).7 For the Hg case, 60 core
electrons were replaced in Stuttgart, CRENBL and 68 for
LANL2DZ RECPs. And for Pb, 60 core electrons were re-
placed with Stuttgart RECP, 68 with the CRENBL approach,
and 78 with LANL2DZ. To determine the effect of using a
different valence on the description of the energetics,
Stuttgart RECPs with a different number of electrons in the
core (large core, LC) were used: 18 core electrons were
replaced in calcium, 78 for Hg, and 78 for Pb. To estimate
spin-orbit effects in the Pb, we used the CRENBL RECP
corrected by spin-orbit (CRENBL+SO) as was proposed
by Christiansen6 and that designed by Dolg-Stoll-Preuss for
the Stuttgart RECPs (Stuttgart+SO and Stuttgart+SO+LC).5

In all of them, we are using the coefficients of primitive
Gaussians of RECPs and basis sets as were reported in the
references.

The RECP results for ionization potentials were compared
with experimental values. To provide additional points for
comparison, ionization potentials were determined with
relativistic all-electron (Douglas-Kroll, DK3)22acalculations
in combination with the BLYP exchange correlation func-
tional. The DK3 method is a higher-order scheme of the DK
transformation extensively studied by Hess and co-workers.23

The basis sets used in all calculations done with this method
are as follows: (20s15p)/[4s2p] for Ca, (23s23p15d10f)/
[6s4p3d1f] for Hg, and (23s23p15d10f)/[6s5p3d1f] for Pb;
these were optimized for the DK3 method.22b However, this
number of functions represents a minimal basis set for these
metals. This is important because, for example, the basis set
for Ca does not containd orbitals that are important if we
want to describe a bond in the complexes. For comparison,
the performance of the DK3 method using a TZVP basis set
(DK3/TZVP method) was tested, due to the size, just for
Ca.21 It is important to mention that the authors of the DK3
basis set functions suggest spherical coordinates for the
calculations with this kind of functions.22c Thus, in this work
we used this representation for all the calculations for metals,
ligands, and complexes.

Complexes between EG, AE, and EDA and the metal
cations (Ca2+, Hg2+, and Pb2+) were fully optimized with
BLYP/TZVP for the ligands and each RECP described above

Effective Core Potentials of Ca, Hg, and Pb J. Chem. Theory Comput., Vol. 2, No. 6, 20061511



for metals. Also, the relativistic all-electron DK3 method
was used in the optimization of the complexes to contrast
with the RECP results, as in the case of ionization potentials;
also the TZVP combined with DK3 for calcium complexes
was tested. The complexation energies were calculated with
each RECP as∆E ) E(complex)- E(ligand) - E(metal).
Again, these energies were compared with the relativistic
all-electron (DK3) energies. Additionally, correction to the
formation energies due to the basis set superposition error
(BSSE) using the counterpoise method proposed by Boys
and Bernardi are presented.24 All the calculations were done
with the NWChem v4.5 code.25

III. Results and Discussion
IIIa. Free Ligands. The most stable gauche and trans
conformers for EG, AE, and EDA are showed in Figure 1.
From this figure we can see that the gauche conformers
present an intramolecular hydrogen bond (structures at the
left in Figure 1), which make this conformer more stable
than the corresponding trans conformer. This observation is
consistent with other studies in the literature.26

The relative energies between gauche and trans conformers
are reported in Table 1 for each method tested in this work.
From this table it is clear that the SVWN method gives the
largest relative energy, suggesting that the hydrogen bond
in the gauche conformer is overestimated. This is consistent
with prior reports showing that SVWN overestimates inter-
molecular hydrogen bonds.27 The BLYP and B3LYP results
are similar to one another, and the largest deviation from
the MP2 calculations is of 6.2% for AE. The MP2 relative
energies are always higher than the BLYP and B3LYP ones.

The structural parameters for the hydrogen bonds in the
gauche conformers are reported in Table 2. Consistent with

the relative energies, the structural parameters from the
SVWN method suggest an overestimation of the hydrogen
bond strength, the donor-acceptor angles of this method are
the most linear, and the hydrogen-acceptor and donor-
acceptor distances are the shortest, while the BLYP and
B3LYP methods give a similar description of the hydrogen
bond structural parameters. This result is very important
because calculations with the B3LYP exchange correlation
functional are computationally more expensive than those
with BLYP, and this can be significant when bigger systems
are treated. The distances and angles of both methods (BLYP
and B3LYP) are close to those calculated with the MP2
method. In accord with the relative energies, MP2 predicts
slightly more linear angles and shorter hydrogen bond
distances in comparison to the BLYP and B3LYP methods.

Because the performance of BLYP and B3LYP is very
similar in the description of structural parameters and relative
energies, we present in Table 3 only the relative energies of
three conformers of each molecule calculated with the BLYP/
TZVP method for comparison to results obtained from prior

Figure 1. The most stable gauche, Gmin, and trans, Tmin,
conformers for ethylenediamine (EDA), ethyleneglycol (EG),
and 2-aminoethanol (AE), optimized at the BLYP/TZVP level.
The black color is for N, gray for C, and white for O atoms;
the H atoms are the smallest white spheres.

Table 1. Relative Energies (kcal mol-1) between the Most
Stable Gauche and Trans Conformers of Ethyleneglycol
(EG), 2-Aminoethanol (AE), and Ethylenediamine (EDA)a

ab initio level EG AE EDA

SVWN. 3.85 4.13 2.42
BLYP 2.78 2.71 1.54
B3LYP 2.79 2.73 1.57
MP2 2.84 2.89 1.67

a All computations were made with the TZVP basis set.

Table 2. Structural Parameters of the Hydrogen Bond in
the Most Stable Gauche Conformers of Ethyleneglycol
(EG), 2-Aminoethanol (AE), and Ethylenediamine (EDA)a

structural parameter SVWN BLYP B3LYP MP2

EG
D O-H ‚‚‚ O 2.11 2.42 2.39 2.31
D O - - - O 2.67 2.87 2.83 2.79
< O-H ‚‚‚ O 114.1 107.5 107.1 109.6

AE
D O-H ‚‚‚ N 1.97 2.27 2.26 2.19
D O - - - N 2.64 2.84 2.82 2.78
< O-H ‚‚‚ N 122.7 115.9 115.2 117.6

EDA
D N-H ‚‚‚ N 2.27 2.53 2.50 2.43
D N - - - N 2.79 2.96 2.92 2.88
< N-H ‚‚‚ N 109.2 104.2 104.3 106.2

a Distances are in angstroms and angles in degrees. All computa-
tions were made with the TZVP basis set.

Table 3. Comparison of the Relative Energies
(kcal mol-1) for Some Gauche and Trans Conformers
of Ethyleneglycol (EG), 2-Aminoethanol (AE), and
Ethylenediamine (EDA) Calculated in This Paper
(BLYP/TZVP) and Previous Results

EG

Gmin Tmin T1

this work 0.00 2.78 2.85
MP2/cc-pVTZ//MP2/cc-pVDZa 0.00 2.80 2.85

AE

Gmin Tmin G1

this work 0.00 2.71 2.05
B3LYP/6-311++G(2p,2d)b 0.00 2.85 1.90

EDA

Gmin Tmin T1

this work 0.00 1.54 1.64
MP2/6-31++G**//HF/6-31++G** c 0.00 1.66 1.75

a Reference 28. b Reference 29. c Reference 30.
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studies. We found that the relative deviations do not exceed
5%. We note that prior results obtained from a B3LYP
calculation with the 6-311++G(2p,2d) basis set is very
similar to that obtained by us with the BLYP/TZVP method.

Finally in Tables 4-6, the comparison between some
available gas-phase experimental structural parameters of the
most stable conformer of each molecule with the BLYP/
TZVP results is shown. As it can be seen, only the C-C-
O-H angle for the AE has a big deviation from the
experimental value. In the paper where these results were
reported, the authors mentioned they had doubts about this
angle.33 The angle of-27.0 degrees proposed in that work
is not favorable for the hydrogen bond, and we found that
this geometry to be unstable.

The results presented here on the ligand conformations
allow us to conclude that the BLYP functional with the
TZVP basis set properly describes the structural and energetic
behavior of these bidentate ligands, and this method will be
used in the following sections.

IIIb. ECP Performance in the Ionization Potentials for
Ca, Hg, and Pb. To explore the energetic description of
Ca, Hg, and Pb, the first and second ionization potentials
(IP) were estimated by each type of RECP and the relativistic
all-electron DK3 method at the BLYP ab initio level. The
results are reported in Tables 7-9. To investigate the
influence of a more extended valence on the energetic
description, we used two RECPS from the Stuttgart group
(named Stuttgart and Stuttgart-LC in the tables) that have

different numbers of core electrons. Additional RECPs
reported in the tables have been described in the methodology
section.

Comparing relativistic all-electron calculations using the
DK3 method and experimental values, we found good agree-
ment for the first and second ionization potentials for Ca,
and they differ just in 4.3% and 1.0%, respectively. The test
of the basis set TZVP with DK3 in this atom improves only
the first IP since the relative error with this basis set is 0.7%
(the first IP is 6.07 and the second 12.07 eV with the DK3/
TZVP method), and for the second IP the relative error is
1.8%. For the Hg ionization potentials predicted by the DK3
method, a better agreement is observed; their results differ
only about 1.5% from the experimental values, using just

Table 4. Comparison of Geometrical Parameters for the
Most Stable Gauche Conformer of Ethylenglycol (EG)
Predicted by the BLYP/TZVP Method and Experimental
Parametersa

geometrical parameter this work experimentalb

D O-H 0.978 0.961 ( 0.008
D C-O 1.457 1.424 ( 0.001
D C-C 1.525 1.517 ( 0.005
D O - - - O 2.868 2.813 ( 0.006
D O-H ‚‚‚ O 2.419 2.365 ( 0.045
< C-C-O 106.7 109.3 ( 0.4
< C-C-H 108.7 105.8 ( 2.7
< O-C-C-O 62.7 60.7 ( 1.8
< C-C-O1-H -52.4 -54.0 ( 2.1
< C-C-O2-H -165.8 -169.7 ( 2.0

a Distances are in angstroms and angles in degrees. b Reference 31.

Table 5. Comparison of Geometrical Parameters for the
Most Stable Gauche Conformer of Ethylendiamine (EDA)
Predicted by the BLYP/TZVP Method and Experimental
Parametersa

geometrical parameter this work experimentalb

D C-C 1.536 1.545 ( 0.008
D C1-N1 1.489 1.469 ( 0.004
D C2-N2 1.481 1.469 ( 0.004
D N-H 1.024 0.995 ( 0.005
< C2-C1-N1 110.3 110.2 ( 0.7
< C1-C2-N2 110.0 110.2 ( 0.7
< N-C-C-N 64.0 64.0 ( 0.4

a Distances are in angstroms and angles in degrees. b Reference 32.

Table 6. Comparison of Geometrical Parameters for the
Most Stable Gauche Conformer of 2-Aminoethanol (AE)
Predicted by the BLYP/TZVP Method and Experimental
Parametersa

geometrical parameter this work experimentalb

D C-C 1.537 1.526 ( 0.016
D C-O 1.441 1.396 ( 0.010
D C-N 1.489 1.475 ( 0.023
D O-H 0.982 1.000 ( 0.020
D N-H1 1.022 1.017 ( 0.003
D N-H2 1.024 1.017 ( 0.005
D O - - - N 2.839 2.808 ( 0.005
D O-H ‚‚‚ N 2.269 2.300 ( 0.040
< C-C-O 111.2 112.1 ( 1.0
< C-C-N 108.8 108.1 ( 2.0
< C-O-H 104.5 108.0 ( 2.0
< C-N-H1 111.2 111.3 ( 0.8
< C-N-H2 110.8 110.4 ( 0.8
< H-N-H 107.1 109.9 ( 0.5
< O-C-C-N 55.0 55.4 ( 2.0
< C-C-O-H -40.3 -27.0 ( 6.0
< C-C-N-H1 31.2 32.3 ( 1.0
< C-C-N-H2 -110.5 -110.5 ( 1.0

a Distances are in angstroms and angles in degrees. b Reference 33.

Table 7. First and Second Ionization Potentials in eV
for Caa

method first second

Stuttgart 6.12 12.03
Stuttgart-LC 6.02 11.34
CRENBL 6.10 12.11
LANL2DZ 6.36 11.72
DK3 6.37 11.74
experimentalb 6.11 11.86

a All methods were combined with BLYP. b Reference 34.

Table 8. First and Second Ionization Potentials in eV
for Hga

method first second

Stuttgart 10.46 19.14
Stuttgart-LC 9.39 17.30
CRENBL 10.42 19.07
LANL2DZ 9.32 17.37
DK3 10.59 19.00
experimentalb 10.43 18.74

a All methods were combined with BLYP. b Reference 34.
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the basis set optimized for the DK3 described in the
methodology. We can see that the DK3-BLYP performance
is good for these systems. However, the DK3 method shows
a different behavior for the IPs in the Pb than that observed
for Ca and Hg atoms, since the first IP has a 3.8% relative
error with respect to the experimental value, and the second
IP 7.5%. The Ca and Hg results suggest that these deviations
can be attributed to spin-orbit effects that are not considered
in the implementation of the DK3 method in the code used
in this work. We will come back in this issue later when the
RECPs results for Pb are discussed. But in general, we may
say that the energetic description of DK3 method for the
metals and their ions is reasonably good, even when the basis
sets optimized for this method are limited. We may increase
the basis set, or test different exchange-correlation function-
als, or explore the spin-orbit effects to assess the DK3
performance in the metals considered here; however, such a
study is not the target of this work.

It is also observed in Tables 7-9 that Stuttgart-LC, for
Ca and Hg, gives larger relative errors than Stuttgart (one
magnitude order for the first IP), with respect to experimental
IPs. While for Pb, the error of LC is almost the same than
the more expanded valence. The Dolg-Stoll-Preuss more
expanded valence RECP results are in better agreement with
respect to experimental values, for calcium where the largest
relative error is 1.4% for the second IP. For Hg, we found
0.3 and 2.1% deviations from the first and second IPs,
respectively. As it was mentioned before, the bigger devia-
tions are found for Pb, where the largest difference is
observed in the second ionization potential, 9.0% for the
more expanded valence; however, when this RECP in the
corrected spin-orbit version is used, the difference with the
experimental value goes to 1.7% and 3.8% for the first IP.
For the first IP the Stuttgart large core corrected by the spin-
orbit effect shows the lowest difference, 1.6% and 4.0% for
the second IP.

Comparing all computed RECPs results for Ca and Hg
with the experimental values (Tables 7 and 8), the smaller
relative errors are observed in CRENBL and Stuttgart ECPs,
and the relative errors are not over 2%. Contrary to Ca and
Hg, the CRENBL RECP results for Pb show the largest
deviations with respect to experimental IPs, 14.2 and 14.7%
for the first and second IP, respectively. When the SO effect
is included in the RECP, the errors diminish to 10.9 and
7.6%. It is important to say that we tested the spin-orbit

effect in the Hg IPs, using the Christiansen RECPs, and there
was not a difference when this effect is not considered.

With respect to relativistic all-electron DK3 calculations,
the largest deviations are obtained for LANL2DZ RECP,
12.2% for the first ionization potential and 8.6% for the
second of the Hg atom.

IIIc. Bidentate Ligand Complexes.The metal complexes
with dications of Ca, Hg, and Pb were fully optimized, using
each RECP tested in this work for metals combined with
the BLYP/TZVP for ligands. For comparison, relativistic all-
electron DK3 calculations for all complexes also were
computed. For the Ca complexes two basis sets were tested,
TZVP and the minimal basis set for the DK3 method
described in the methodology, although for consistency, in
the correspondent tables just the results obtained with the
latter basis set are reported. The optimized geometries for
Pb complexes at the BLYP/TZVP level combined with
CRENBL RECP are presented in Figure 2. Structural param-
eters for complexes with EDA ligand are reported in Tables
10-12. We decided to report just the complexes with EDA
since the differences between RECPs and the DK3 method
are similar in the other complexes. However, structural
parameters for complexes with EG and AE are given in the
Supporting Information.

Structural parameters in these tables (11 and 12) show that
the geometries from the Stuttgart RECPs are in good agree-
ment with the DK3 geometries, with the exception of the
Hg2+ complex, where relative errors reach around 15.5% for
the N-Hg distance and 19.8% in the N-Hg-N angle when
less expanded valence (Stuttgart-LC) RECP is used; it
predicts a shorter donor-metal distance. For the Ca2+-EDA
complex (Table 10), all RECPs predict structural parameters
with a deviation less than 5% with respect to the DK3
method, for this case when the DK3/TZVP method is used
the geometrical parameters are almost the same, just the
N-Ca distance (2.49 Å) and the N-Ca-N (75.81 degrees)
show a small change. For the same ligand with Hg2+, the
largest relative error, after Stuttgart-LC, with respect to DK3
was found for Hay-Wadt RECP, 7.2% for the N-C-C-N
angle (see Table 11). Curiously, better agreement is found

Table 9. First and Second Ionization Potentials in eV
for Pba

method
first ionization

potential
second ionization

potential

Stuttgart 6.83 13.66
Stuttgart + SO 7.13 14.76
Stuttgart-LC 6.99 13.70
Stuttgart + SO-LC 7.29 14.41
CRENBL 6.36 12.81
CRENBL + SO 6.60 13.87
LANL2DZ 6.89 13.90
DK3 7.13 13.88
experimentalb 7.41 15.01
a All methods were combined with BLYP. b Reference 34.

Figure 2. Complexes between Pb(II) and ethyleneglycol
(EG), 2-aminoethanol (AE), and ethylenediamine (EDA),
optimized at the BLYP/TZVP level combined with CRENBL
RECP for the metal. The black color is for N, gray for C, and
white for O atoms; the H atoms were suppressed for simplicity.

Table 10. Structural Parameters for Ca2+ with
Ethylenediamine (EDA)a

method D N - Ca D N - - - N < N-Ca-N < N-C-C-N

Stuttgart 2.40 2.99 77.09 60.50
Stuttgart-LC 2.57 3.09 73.88 64.30
CRENBL 2.53 3.08 74.75 63.60
LANL2DZ 2.51 3.07 74.87 63.40
DK3 2.52 3.06 74.85 62.35

a All RECPs were combined with BLYP/TZVP. Distances are in
angstroms and angles in degrees.
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for the Pb2+-ligand, where the largest deviation was 4.2%
for the same angle as the Hg2+ complex and also for
LANL2DZ RECP, as it is shown in Table 12. For all metal-
ligand complexes, there is no significant change in angles
and distances for the inclusion of spin-orbit correction in
the CRENBL and Stuttgart RECPs.

The complexation energies for all metals, ligands, and
methods explored in this work are reported in Tables 13-
15. These complexation energies were computed both with
and without BSSE corrections. Although the BSSE correc-

tions are small for Ca2+ and Hg2+, they are important for
Pb2+ complexes. In the latter case, application of the BSSE
correction results in about 7% change to the complexation
energy when using the DK3 method. As expected, the RECP
results are not as affected as the all-electron calculations,
with the largest correction found in LANL2DZ and Stuttgart-
LC RECPs for Pb2+ complexes where the BSSE is around
4.6%.

Comparing the computed complexation energies using
RECPs versus the DK3 method, we found that the worst
deviation occurs with the Stuttgart RECP in Ca2+ complexes,
which gives about 20% of relative error in all Ca-ligand
complexes. This behavior is observed due to the limited basis
set optimized for the DK3 method. However, when the DK3/
TZVP method is applied, the binding energies corrected by
the BSSE are as follows:-98.39 kcal/mol for the EG,
-103.42 kcal/mol for the AE and,-110.23 kcal/mol for the
EDA calcium complexes; in all cases when the basis set of
calcium has polarization functions the binding energy is
increased in about 7.5%. This makes that the relative errors
of Stuttgart RECP with respect to the DK3 method diminish
around 10%. With respect to the DK3/TZVP method,
Stuttgart-LC RECP shows the largest error (about 12%), and
for the other RECPs the relative error is increased from less
than 2% to around 6%. It means that when the basis set
includes polarization functions in this atom, the DK3/TZVP
and Stuttgart RECP methods give similar results.

An additional test was made for the DK3 method, and
just for the Ca2+ complexes we performed a conventional
DFT calculations BLYP/TZVP; these results were compared
with those obtained with DK3/TZVP. Geometrical param-
eters for all complexes are very similar; the bigger difference
in distances is 0.06 Å and in angles 1.2 degrees. With respect
to the complexes binding energies they differ by less than

Table 11. Structural Parameters for Hg2+ with
Ethylenediamine (EDA)a

method D N - Hg D N - - - N < N-Hg-N < N-C-C-N

Stuttgart 2.40 3.09 80.34 58.40
Stuttgart-LC 2.12 3.03 91.26 55.90
CRENBL 2.38 3.09 80.89 58.90
LANL2DZ 2.44 3.09 78.54 60.40
DK3 2.51 3.10 76.20 56.33

a All RECPs were combined with BLYP/TZVP. Distances are in
angstroms and angles in degrees.

Table 12. Structural Parameters for Pb2+ with
Ethylenediamine (EDA)a

method D N - Pb D N - - - N < N-Pb-N < N-C-C-N

Stuttgart 2.46 2.95 73.58 58.40
Stuttgart+SO 2.46 2.95 73.62 58.40
Stuttgart-LC 2.47 2.95 73.34 58.10
Stuttgart+SO-LC 2.47 2.95 73.39 58.10
CRENBL 2.58 2.99 70.85 60.40
CRENBL+SO 2.58 2.99 70.88 60.50
LANL2DZ 2.41 2.92 74.67 56.40
DK3 2.51 2.97 72.57 58.79

a All RECPs were combined with BLYP/TZVP. Distances are in
angstroms and angles in degrees.

Table 13. Formation Energy in kcal/mol for Ca2+

Complexes, without (wo) Considering BSSE Correction and
with (w) This Correctiona

Ca2+ - EG wo/BSSE w/BSSE

Stuttgart -110.46 -109.56
Stuttgart-LC -87.01 -86.54
CRENBL -92.19 -91.89
LANL2DZ -92.36 -91.37
DK3 -91.46 -90.90

Ca2+ - AE wo/BSSE w/BSSE

Stuttgart -116.33 -115.21
Stuttgart-LC -91.64 -91.22
CRENBL -97.80 -97.34
LANL2DZ -97.56 -96.60
DK3 -96.65 -96.06

Ca2+ - EDA wo/BSSE w/BSSE

Stuttgart -123.61 -122.29
Stuttgart-LC -98.25 -97.90
CRENBL -105.45 -104.82
LANL2DZ -104.77 -103.93
DK3 -103.90 -103.28

a The BLYP exchange correlation functional was used in all
calculations.

Table 14. Formation Energy in kcal/mol for Hg2+

Complexes, without (wo) Considering BSSE Correction and
with (w) This Correctiona

Hg2+ - EG wo/BSSE w/BSSE

Stuttgart -172.27 -170.49
Stuttgart-LC -169.14 -168.01
CRENBL -171.17 -170.09
LANL2DZ -139.36 -138.29
DK3 -164.80 -162.04

Hg2+ - AE wo/BSSE w/BSSE

Stuttgart -202.45 -200.67
Stuttgart-LC -190.34 -189.34
CRENBL -201.10 -199.84
LANL2DZ -162.71 -161.54
DK3 -193.56 -190.52

Hg2+ - EDA wo/BSSE w/BSSE

Stuttgart -229.74 -227.62
Stuttgart-LC -212.43 -211.52
CRENBL -228.49 -226.83
LANL2DZ -186.35 -185.00
DK3 -221.80 -218.60

a The BLYP exchange correlation functional was used in all
calculations.

Effective Core Potentials of Ca, Hg, and Pb J. Chem. Theory Comput., Vol. 2, No. 6, 20061515



1%. It means that the errors of the DK3 method occur, mainly
due to the minimal basis set optimized for this method, more
than the relativistic DK treatment.

With the LANL2DZ RECPs, the largest deviations with
respect to DK3 were observed for the Hg2+ complexes, where
the relative error is around 15.0%. Finally the CRENBL

RECPs give the largest differences with the Pb2+ complexes,
but when the spin-orbit effect is considered in the binding
energies for these complexes the relative error diminishes
from 9.7% to 8% on average, after the BSSE correction.

In general, Sttutgart RECP binding energies are the values
closest to the DK3 results, with the exception of the calcium
complexes. It is important to note that just the Stuttgart
RECPs (small core) are comparable in size to the TZVP basis
set.

Regardless of the RECP, the complexation energies follow
the same trend as the DK3 calculations. For all metal cations
the most stable complex is that built with the EDA ligand,
where two nitrogen atoms are acting as donor atoms, fol-
lowed by the AE ligand, and the least stable complexes are
formed with EG. It has been observed that in the gas phase
the neutral nitrogen donor shows stronger metal coordinating
properties than the neutral oxygen donor,1 and our results
agree with this observation. For a given ligand, always the
complexes with Hg2+ are more stable than those with Pb2+,
and the latter more stable than complexes where Ca2+ is the
metal ion. Thus, the most stable complex is the Hg2+-EDA
complex.

It is important to note that there are no experimental values
to compare with our theoretical results for the simple 1:1
M:L complexes. Although there are crystal structures that
contain bidentate ligands (EG, EDA, or AE) bound to the
metal ion, additional bound ligands are also present. To
benchmark the ability of the methodologies to describe
experimental geometries, we carried out the same calculations
with all RECPs in the [Hg(EDA)2]2+ and [Ca(EDA)4]2+

complexes where experimental structures are reported.35,36

In Figure 3, the calculated structures of these complexes are
depicted. The root-mean-square errors (RMS) of all RECPs
geometries with respect to the experimental structural are
on average 0.37 Å for the calcium complex and 0.31 Å for
the [Hg(EDA)2]2+. These errors show that all RECPs give a
close description of the experimental structures, even when
the calculations are performed in a vacuum.

In Tables16 and 17 some structural parameters are listed
to obtain a more detailed comparison between experimental
and theoretical data. Relative errors with respect to experi-
mental values are also given for [Ca(EDA)4]2+ and [Hg-
(EDA)2]2+ complexes in Tables 16 and 17. As we can see
for the Ca complex all RECPs relative errors with respect
to the experimental are less than 9%, the lowest errors are
found when the Stuttgart more expanded valence RECP is
used, and Stuttgart-LC, LANL2DZ, and CRENBL give
similar errors. In the case of the Hg complex (Table 17) the
lower relative errors, in general, are found with the Stuttgart
and CRENBL RECPs. For this complex, the bigger relative
error is found in one of the N-C-C-N dihedral angles;
the cause of this difference is due to the presence of a ClO4

-

ion that appears in the experimental crystal structure, and it
is close enough to interact with the CH2 group of one of the
EDA molecules in the Hg complex. The ligand that does
not show that this interaction has a better agreement with
the calculated dihedral angle.

In Tables 16 and 17 also DK3 structural parameters are
given; in the calcium complex case the basis set used for

Table 15. Formation Energy in kcal/mol for Pb2+

Complexes, without (wo) Considering BSSE Correction and
with (w) This Correction

Pb2+ - EG wo/BSSE w/BSSE

Stuttgart -118.10 -116.39
Stuttgart+SO -120.88 -118.20
Stuttgart-LC -116.36 -110.97
Stuttgart+SO-LC -117.41 -112.01
CRENBL -101.65 -100.36
CRENBL+SO -103.15 -101.84
LANL2DZ -126.79 -120.96
DK3 -118.73 -110.23

Pb2+ - AE wo/BSSE w/BSSE

Stuttgart -130.83 -128.91
Stuttgart+SO -134.34 -131.54
Stuttgart-LC -130.09 -124.28
Stuttgart+SO-LC -131.57 -125.75
CRENBL -112.74 -111.17
CRENBL+SO -114.94 -113.35
LANL2DZ -139.66 -133.40
DK3 -132.37 -123.39

Pb2+ - EDA wo/BSSE w/BSSE

Stuttgart -144.90 -142.78
Stuttgart+SO -149.12 -146.16
Stuttgart-LC -145.22 -138.90
Stuttgart+SO-LC -147.12 -140.79
CRENBL -125.35 -123.49
CRENBL+SO -128.20 -126.33
LANL2DZ -153.64 -146.83
DK3 -147.21 -137.81

a The BLYP exchange correlation functional was used in all
calculations.

Figure 3. Calculated structures for (a) [Hg(EDA)2]2+ and (b)
[Ca(EDA)4]2+ complexes, optimized at the BLYP/TZVP level
combined with CRENBL RECP for the metal. The black color
is for N and gray for C; the H atoms were suppressed for
simplicity.
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the DK3 calculation was TZVP although there is not a big
difference with the results obtained for structural parameters
when the small basis set optimized for DK3 is used, as it
was observed in the bidentate ligand complexes.

We also found a report of X-ray structure for a complex
of Pb with EDA ([Pb(EDA)2]2+), but coordinates are not
available. In this case we made the comparison only with
respect to a DK3 all-electron calculation. For this Pb com-
plex the RMS is 0.07 Å on average for RECPS with respect
to the DK3 computation, and the largest RMS was 0.l2 Å
given for the overimposition with the LANL2DZ RECP. In

Table 18 a more detailed comparison between some RECPs
and DK3 geometrical parameters is shown. As it can be seen,
relative errors are not over 3.5%. For this complex it is
important to mention that we took as a starting point, the
geometry of the [Hg(EDA)2]2+ replacing the Hg by Pb.
However all calculations give a structure where the metal
ion is not at the middle of both ligands as in the Hg case;
instead, the Pb is found above the center of the ligands as it
is shown in Figure 4, and a similar behavior was observed
previously for halogenated lead hydrides and methyl lead
compounds.37

Table 16. Structural Parameters for the [Ca(EDA)4]2+ Complexa

geometrical parameter Stuttgart Stuttgart-LC CRENBL LANL2DZ DK3 expb

D N-Ca 2.70 2.79 2.78 2.77 2.76 2.56
(5.47) (8.98) (8.59) (8.20) (7.81)

D N-Ca 2.73 2.82 2.80 2.80 2.79 2.61
(4.60) (8.05) (7.28) (7.28) (6.90)

D N - - - N 2.94 2.98 2.97 2.97 2.97 2.84
(3.52) (4.93) (4.58) (4.58) (4.58)

< N-Ca-N 65.51 64.18 64.45 64.45 64.70 66.60
(1.64) (3.63) (3.23) (3.23) (2.85)

< N-C-C-N -59.40 -61.10 -60.90 -60.90 -60.50 -57.39
(3.50) (6.46) (6.12) (6.12) (5.40)

a All RECPs were combined with BLYP/TZVP. Relative errors are reported in parentheses. Distances are in angstroms and angles in degrees.
b Reference 35.

Table 17. Structural Parameters for the [Hg(EDA)2]2+ Complexa

geometrical parameter Stuttgart Stuttgart-LC CRENBL LANL2DZ DK3 expb

D N-Hg 2.41 2.20 2.40 2.48 2.43 2.29
(5.24) (3.93) (4.80) (8.30) (6.11)

D N-Hg 2.41 2.20 2.40 2.48 2.43 2.32
(3.88) (5.17) (3.45) (6.90) (4.74)

D N - - - N 2.97 2.92 2.97 3.02 2.96 2.89
(2.77) (1.04) (2.77) (4.50) (2.42)

D N - - - N 2.97 2.92 2.97 3.02 2.96 2.94
(1.02) (0.68) (1.02) (2.72) (0.68)

< N-Hg-N 76.14 83.09 76.35 74.83 75.07 77.23
(1.41) (7.59) (1.14) (3.11) (2.80)

< N-Hg-N 76.14 83.09 76.35 74.83 75.07 78.48
(2.98) (5.87) (2.71) (4.65) (4.35)

< N-C-C-N -58.50 -55.90 -57.80 -60.70 -57.60 -58.77
(0.46) (4.88) (1.65) (3.28) (1.99)

< N-C-C-N -58.50 -55.90 -58.10 -60.70 -57.60 -64.92
(9.89) (13.89) (10.51) (6.50) (11.28)

a All RECPs were combined with BLYP/TZVP. Relative errors are reported in parentheses. Distances are in angstroms and angles in degrees.
b Reference 36.

Table 18. Structural Parameters for the [Pb(EDA)2]2+ Complexa

geometrical parameter Stuttgart Stuttgart-LC CRENBL LANL2DZ DK3

D N-Pb 2.55 2.56 2.66 2.49 2.58
(1.16) (0.78) (3.10) (3.49)

D N-Pb 2.66 2.70 2.75 2.63 2.68
(0.75) (0.75) (2.61) (1.87)

D N - - - N 2.96 2.97 3.00 2.94 2.97
(0.34) (0.00) (1.01) (1.01)

< N-Pb-N 69.23 68.59 67.42 70.01 68.76
(0.68) (0.25) (1.95) (1.82)

< N-C-C-N -59.50 -59.80 -61.50 -58.40 -60.20
(1.16) (0.66) (2.16) (2.99)

a All RECPs were combined with BLYP/TZVP; numbers in parentheses are relative errors. Distances are in angstroms and angles in degrees.
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IV. Concluding Remarks
For the free ligands, both BLYP and B3LYP with the TZVP
basis set reproduce experimental geometries as well as the
geometries and relative energies calculated with other
methods using bigger basis sets. Since BLYP and B3LYP
exchange-correlation functionals both yield similar results,
the BLYP method was selected for this study because it is
computationally cheaper. As expected from earlier studies
of intermolecular hydrogen bonds, the local SVWN exchange
correlation functional overestimates hydrogen bond strength
within the ligands, yielding shorter hydrogen bond distances
and more linear hydrogen bonds.

The best results for Ca and Hg ionization potentials come
from Dolg-Stoll-Preuss and Christiansen-Ermler RECPs. The
Pb ionization potentials predicted by the RECPs show impor-
tant differences with respect to the experimental ones. To
obtain better results in Pb ionization potentials, it is important
to use the version where spin-orbit effects are incorporated.
However, a detailed study is required in this system to see
which is the impact of a different exchange-correlation
functional or different basis sets in the computation of IPs.

The basis sets optimized for the DK3 method reported in
the literature, which were used here, are minimal for all
metals. When the TZVP basis set is tested in combination
with DK3 for the calcium atom, the first ionization potential
improves with respect to the experimental value. However,
in the description of complexes, the role of the basis set on
the calcium atom is more relevant in small systems since in
bigger systems the basis set functions of the ligands compen-
sate for the limitations of the DK3 basis set of this atom.
These problems are not observed for Hg and Pb complexes
since, even when these metals have associated a minimal
basis set, there ared and f functions involved.

For the complexes, Dolg-Stoll-Preuss RECPs show that
it is necessary to use extended valence, even for Ca, to obtain
geometrical parameters that are comparable to those obtained
from relativistic all-electron calculations. The comparison
between the Christiansen and Dolg-Stoll-Preuss RECPs with
and without spin-orbit effects reveals that this correction
does not significantly impact the geometrical parameters for
any of the metal complexes. However, this correction is
important to predict binding energies since it contributes at
least 2 kcal/mol, depending on the complex.

All complexation energies calculated with RECPs follow
qualitatively the same trend as those obtained from relativistic
all-electron calculations. For all metal cations the most stable
complex is formed with EDA. For each ligand, the complexes
formed with Hg2+ are always more stable than those formed
with Pb2+, and these are always more stable than complexes
with Ca2+.

The Dolg-Stoll-Preuss more expanded valence and
Christiansen-Ermler RECPs combined with BLYP/TZVP for
the ligand are always closer to the all-electron DK3 method;
we may recommend both methods since in the systems tested
here the performance with bidentate ligands is good in all
cases except for Pb2+. In this case, the poor results can be
notably improved if the BSSE is considered.
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Abstract: This study describes the calculation of the microscopic dissociation and tautomeri-

zation constants of fluorescein and its derivatives, 2′,7′-dichlorofluorescein (DCF) and 2′,7′-
difluorofluorescein (DFF), in an aqueous environment. In vacuo free energies were obtained

using complete basis set (CBS) and DFT-based methods, while free energies of solvation were

calculated with the CPCM implicit solvation protocol using the UAHF, UAKS, and Pauling radii

sets. Our results indicate that the different vacuum protocols give free energy changes upon

dissociation within 1 kcal/mol of each other for a given molecule. Therefore, we suggest that

the computationally less intensive PBE1PBE/6-311+G(2d,2p)//PBE1PBE/6-31+G(d) model

chemistry may reasonably be used in pKa calculations of larger molecules. The calculations

also provided a rigorous test of the implicit solvation models. Relative calculations of dissociation

constants gave results in good agreement with experiment; absolute values deviated from

experimental data by 1-3 pKa units. Consistently better results were obtained with the Pauling

radii set. The influence of geometry relaxation on going from vacuum to solvent is negligible for

pKa2 and larger for pKa1 but still smaller than the variation due to the radii set. Calculation of

tautomerization constants gave more variable results, with none of the solvation methods able

to reproduce experimental values consistently, although certain individual constants were

correctly calculated.

Introduction
Proton-transfer reactions in an aqueous environment are of
great importance in many areas of chemistry and biology,1

and a knowledge of the dissociation constant,Kasmore

frequently expressed in terms of pKasallows for the predic-
tion of the protonation states of a molecule of interest at
any given pH value. Consequently, the theoretical prediction
of pKa values using quantum chemical methods has attracted
a great deal of interest.2-20 The various approaches used
previously differ in their description of the thermodynamic
cycle, the level of molecular orbital theory used for obtaining
the energies in a vacuum, and in the methods used to treat
solvation effects. The choice of the thermodynamic cycle
will not be addressed here, as it has recently been discussed
in detail elsewhere.3,21 However, the level of theory used
for vacuum and solvation calculations not only greatly influ-
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ences the accuracy of the results but also the computational
tractability and must, therefore, be optimized for a given set
of molecules of interest.

It has been reported that pKa calculations are approaching
chemical accuracy for certain classes of organic molecules.5,22

However, previous studies have tended to focus on predicting
dissociation constants for small compounds containing only
one ionizable group. While efforts are underway to extend
the methodology for larger solutes,23 the calculation of solva-
tion free energies of doubly charged systems presents signif-
icant computational challenges, as indicated by a recent study
of acetate and bicarbonate dianions.24 An assessment of how
methods developed for pKa calculations of small molecules
can deal with larger organic species existing in several
tautomeric forms and containing multiple ionizable groups
is, therefore, of great interest.

Fluorescein and its derivatives, 2′,7′-dichlorofluorescein
(DCF) and 2′,7′-difluorofluorescein (DFF, Oregon Green
488), are the subjects of the present study. These molecules
have been extensively analyzed in our laboratory25-27 and
are well-known fluorescent probes that have seen widespread
use in biological and biochemical applications. In particular,
they have been used in fluorescent protein labeling and
imaging,28,29as Ca2+ and pH indicators,30 and in the measure-
ment of oxidative stress.25,31,32Despite the large quantities
of experimental data available, there is still a need for more
detailed information about the basic chemical properties of
these fluorescein-derived probes. The ability to calculate
prototropic properties of these dyes is of use both in under-
standing the probe chemistry and in developing new probes.

Fluorescein, DCF, and DFF can exist in aqueous solution
in a number of prototropic forms: cationic, neutral, mono-
anionic, and dianionic. It follows that three ground-state
macroscopic pKa’s are involved. Furthermore, there are three
different tautomers for the neutral speciessa quinoid, a
zwitterion, and a lactonic formsand a further two for the
monoanion, with ionized carboxyl or hydroxyl groups.33,34

Equilibria between the different tautomers and ionization
states are described by tautomerization and microscopic
dissociation constants. Possible anionic and neutral forms

of fluorescein together with microscopic (k) and macroscopic
(K1 andK2) equilibrium constants are shown in Figure 1. It
should be noted that microscopic dissociation constants are
readily obtained from theoretical calculations; however, they
cannot be directly compared to the experimentally derived
macroscopic constants, unless tautomerization constants are
also calculated.

We established a three-species model to calculate the pKa

values of the neutral-monoanion and monoanion-dianion
transitions, where the neutral form was represented by a
quinoid (Q) and the monoanion by the M1 tautomer (see the
Methods section). However, the dissociation constant of the
cation was not calculated, since its pKa is very low, and so
is not in the biological pH range.35

Conventionally, complete basis set (CBS) model chemis-
tries36,37are the methods of choice to obtain vacuum energies,
with CBS-QB338 being the reference method used in much
of the recent work on pKa calculations. This protocol yields
very good agreement with experimental data. However, it is
computationally very demanding, both in terms of CPU time
and disk storage, and is not practical for calculating the
vacuum free energies of the systems studied here; instead, a
modified version of the faster CBS-4M39 was used. A new,
state-of-the-art DFT-based protocol for in vacuo energy cal-
culations has recently been proposed,40 which produces
results with an accuracy comparable to the CBS methods
but without the computational overhead. In this paper we
will compare both CBS and DFT methods for calculating
energies of the molecules in a vacuum.

In principle, solvation effects may be evaluated using either
continuum41,42 or explicit solvation models43-45 or a combi-
nation of the two (cluster-continuum methods).18,46-49 It has
been argued that for the proper description of the hydration
inclusion of explicit water molecules around the hydrophilic
groups of the solute molecule is mandatory.13 Indeed, several
studies have shown that addition of a few explicit water
molecules substantially improved the agreement between
calculated and experimental solvation energies and pKa

values.48-50 However, there is still debate on how many water
molecules should be added to the solute18 although Pliego

Figure 1. Prototropic equilibria for fluorescein. Tautomerization (k′T, kT, kM) and macroscopic (K1 and K2) and microscopic
(kZfM1, kQfM1, kQfM2, kM1fD, kM2fD) dissociation constants are shown.
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and Riveros have proposed a variational principle for finding
the number of explicit water molecules, such that the
optimum is the number of molecules which minimize the
solvation free energy.47 Furthermore, Kelly and co-workers
showed that adding one explicit water molecule significantly
improves the accuracy of solvation free energies calculated
with their new SM6 implicit solvent model50 but pointed out
that it did not work for other models. Given the above and
the fact that the molecules studied in this work are rather
large and contain multiple ionizable sites, adding explicit
water molecules is nontrivial. Therefore, we assess the per-
formance of the more widely used pure implicit solvent
model for the calculation of solvation effects on systems of
this type, bearing in mind the known shortcomings of the
description.

Many different continuum models have been developed
(for a recent review see ref 42), and their accuracy depends
in part upon the way in which the cavity containing the solute
is generated. Since the values of the atomic radii used to
generate the solute cavity have been optimized for different
levels of quantum mechanical theory, it is important to
choose radii corresponding to the method used. Furthermore,
Takano and Houk have recently shown that some radii sets
are better suited to the calculation of solvation free energies
of charged species than others.51 Consequently, in this work
we examine the influence of several radii sets on the results
obtained.

Solvation effects should, in principle, include both the
solvation free energy change (defined as the energy change
upon moving the molecule from vacuum to the solution phase
with a fixed geometry)52 and the relaxation energy (the
difference in energy between the molecule optimized in a
vacuum and optimized in solvent).53 However, most studies
often include only the former term, calculated using a
vacuum-optimal or solvent-optimal geometry, and neglect
the relaxation effect. While this neglect may be justified for
small molecules, it may not be true for the molecules tested
in this work. Therefore, we discuss the effect of this
approximation on the quality of the calculated dissociation
constants.

The aim of the present work is to assess the performance
of implicit solvent models in the calculation of pKa values
for fluorescein and its derivatives. The protocol should be
able to reproduce experimental results to within chemical
accuracy but should also be computationally feasible for such
large molecules. To this end, we compare results of pKa

calculations for fluorescein and its derivatives using CBS-
4M and DFT-based methods for vacuum free energy estima-
tion. Free energies of solvation are estimated by CPCM
solvation methods with different radii sets.

Methods
Computational Design.pKa can be related to the free energy
change∆Gaq of the dissociation reaction using the formula

We have used the following thermodynamic cycle to
calculate∆Gaq:

With this cycle

and

HereGgas(H+) ) -6.28 kcal/mol from the Sackur-Tetrode
equation and∆Ghyd(H+) ) -264.0 kcal/mol.54,55 The value
of ∆Ghyd(H+) was obtained for the 1 atm gas phase/1 M
solution standard state and must be converted to 1 M gas
phase/1 M solution standard state by adding-1.9 kcal/mol.56

Note that other values for∆Ghyd(H+) have also been sug-
gested. For example, values based on the absolute potential
correction for the hydrogen standard electrode range from
-254 to-261 kcal/mol.57 Liptak and Shields used the value
of -264.61 kcal/mol derived from the thermodynamic cycle
of acetic acid.4 However, recently the value of-264.0 kcal/
mol has been widely accepted as the most reliable estimate
of the solvation energy of the proton.56,58

When calculating pKa values of molecules with multiple
tautomeric forms, one should take into account all tautomers
for a given ionization state. Therefore, both tautomerization
and microscopic dissociation constants must be used to
calculate macroscopic dissociation constants. From Figure
1 we can define

where [M] is the concentration of all singly ionized tautomers
and [N] is the concentration of all neutral tautomers.
However,

where M1, M2, Z, Q, and L are concentrations of the different
tautomers. From Figure 1 we readily obtain expressions for
k′T, kT, kM, andkQfM1:

pKa )
∆Gaq

RT ln 10
(1)

∆Gaq )

-∆Ghyd(AH) + ∆Ggas+ ∆Ghyd(A
-) + ∆Ghyd(H

+) (2)

pKa )

Ggas(A
-) - Ggas(AH) + ∆Ghyd(A

-) -
∆Ghyd(AH) + Ggas(H

+ ) + ∆Ghyd(H
+ )

RT ln 10
(3)

K1 )
[M][H +]

[N]
(4)

[M] ) [M1] + [M2] (5)

[N] ) [Z] + [Q] + [L] (6)

k′T )
[Q]

[Z]
(7)

kT )
[L]

[Q]
(8)
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Combining all equations, we can derive an expression for
K1 in terms of a microscopic constantkQfM1 and tautomer-
ization constantsk′T, kT, andkM

and

Similarly,

However, since experimental data for fluorescein and its
derivatives show that [M2] ∼ 0,33,59 eqs 12 and 13 may be
simplified to

To avoid errors in the absolute pka determination we have
calculated microscopic pkas for DCF and DFF relative to
the experimental pka values for fluorescein. By calculating
the difference in pKa values obtained from eq 3 for two
moleculessAH and BHswe obtain the pKa of AH relative
to the pKa of BH:

In this work AH represented DCF and DFF, and BH repre-
sented fluorescein.

The tautomerization constantkT can be calculated from a
free energy change∆Gaq

T of a tautomerization process in
solution using

where ∆Gaq
T is the difference in the total free energy in

solution between two tautomers.
Gas-Phase Free Energies and Structures.A well-

established protocol for calculating free energies in a vacuum
is CBS-QB3. However, this proved excessively expensive
computationally for the molecules under consideration.
Alternative methods were therefore sought, which, on one
hand, would be computationally less demanding, and, on the

other hand, would still retain the high quality of CBS-QB3.
Consequently, we have examined four methods to calculate
gas-phase free energies, which are defined below:

In the CBS-4M model chemistry geometry optimization
is usually performed at the HF/3-21G level; however, for
the molecules studied here, it led to the monoanion accepting
a lactonic form, which is not observed experimentally.61

Since geometries optimized at the HF/6-31+G(d) level main-
tained a correct, quinoid form, we used this level of theory
for CBS-4M energy evaluations.

In the V2 and V3 methods, geometry optimization of a
DCF monoanion led to a lactone. In this case, a solvent-
optimized geometry, which held the correct quinoid form,
was used to perform SP calculations in a vacuum at the
PBE1PBE/6-311+G(2d,2p) level. For consistency, we have
also performed identical calculations (utilizing solvent-
optimized geometries) for fluorescein and DFF and have
termed this approach V4. In fact, in this approach all
calculations were performed on the solvent geometry; the
relaxation effect in going from vacuum to solvent has been
neglected.

In all methods, correction for the treatment of internal
rotors as harmonic oscillators has been neglected. It should
be noted that in principle this might be the source of signif-
icant errors if absolute free energy values are of interest.62

However, the errors would be expected to cancel when cal-
culating relative differences in free energy values for mol-
ecules with almost identical internal rotations.

All calculations were performed using theGaussian03
software.63

Solvation Free Energies and Structures.Free energies
of solvation in water were calculated using the CPCM
implicit solvent method64 as implemented inGaussian03with
three of the standard radii sets (UAHF,65 UAKS, and
Pauling66) using the HF/6-31+G(d) model chemistry, which
led to three different solvation energies for each molecule
and its corresponding protonation state:

Although the Pauling radii set was originally parametrized
for neutral molecules, Takano and Houk51 have shown that
they give the lowest mean absolute deviations (MADs) of
solvation energies for all tested radii sets when applied to
anions, and so it was of interest to examine whether this
extends to dianions. They also showed that the UA0 and
UFF radii yield significantly inferior results and so have not
been considered here. Furthermore, the UAHF and UAKS
radii sets, although closely related, perform quite differently,

V1 - CBS-4M (geometry optimized at HF/6-31+G(d))

V2 - PBE1PBE60/aug-cc-pVTZ // PBE1PBE/6-31+G(d)

V3 - PBE1PBE/6-311+G(2d,2p) // PBE1PBE/6-31+G(d)

V4 - PBE1PBE/6-311+G(2d,2p) //CPCM/ HF/6-31+G(d)

S1- CPCM(UAHF)/HF/6-31+G(d)

S2- CPCM(UAKS)/HF/6-31+G(d)

S3- CPCM(Pauling)/HF/6-31+G(d)

kM )
[M2]

[M1]
(9)

kQfM1 )
[M1][H

+]

[Q]
(10)

K1 )
kQfM1 × k′T × (1 + kM)

1 + k′T + (kT × k′T)
(11)

pK1 ) pkQfM1 - log
k′T × (1 + kM)

1 + k′T + (kT × k′T)
(12)

pK2 ) pkM1fD + log (1 + kM) (13)

pK1 ) pkQfM1 - log
k′T

1 + k′T + (kT × k′T)
(14)

pK2 ) pkM1fD (15)

pKa(AH) ) 1
RT ln 10

× [Ggas(A
-) - Ggas(B

-) +

Ggas(BH) - Ggas(AH) + ∆Ghyd(A
-) - ∆Ghyd(B

-) +

∆Ghyd(BH) - ∆Ghyd(AH)] + pKa(BH) (16)

kT ) exp( - ∆Gaq
T

RT ) (17)
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especially for anions. Both of these sets are, therefore,
included in our study.

The geometries of all molecules were optimized at the HF/
6-31+G(d) level and CPCM/HF/6-31+G(d) level using
UAHF radii. Relaxation energies were calculated as the
difference in SCF energy between solvent- and vacuum-
optimized geometries. These were added to the solvation
energies to give the total contribution to the energy change
upon moving the molecule from a vacuum to a water envi-
ronment. Note that the relaxation energy can be calculated
in a vacuum (as the difference between in vacuo SCF energy
for solvent- and vacuum optimized geometries) or in solvent
(as the difference between CPCM SCF energy for solvent-
and vacuum optimized geometries). Relaxation energies were
included in the dissociation constant calculations with
methods V1, V2, and V3 but were not used for V4 as this
method uses the geometry optimized in water both for
calculation of∆Ggas and∆Ghydr.

To investigate the dependence of the optimal geometry in
solvent on the radii set, we have performed additional CPCM/
HF/6-31+G(d) optimizations using UAKS and Pauling radii
on fluorescein. Subsequently, we compared solvation ener-
gies calculated for these geometries with energies obtained
from single point (SP) calculations using UAKS or Pauling
radii on geometries obtained with UAHF radii. Although the
absolute values differ by up to 3 kcal/mol, the solvation free
energy difference between the pair of molecules (e.g. the
neutral species and its anion) is always below 1 kcal/mol
(see Supporting Information Table S1). Therefore, the error
introduced by not reoptimizing the geometry with different
radii sets would be negligible. Consequently, for DCF and
DFF, only geometries optimized with UAHF radii are
considered.

Tautomerization Constants.To calculate tautomerization
constants, the geometries of the neutral zwitterion, quinoid,
and lactone forms of fluorescein and its derivatives were
optimized at the CPCM/HF/6-31+G(d) level using UAHF
radii. Frequency calculations were performed at the same
level of theory. The free energy of solvation was calculated
using UAHF and Pauling radii sets at the CPCM/HF/6-
31+G(d) level, and no relaxation energy was included.Gaq

T

was calculated as the sum of the SCF energy at the
PBE1PBE/6-311+G(2d,2p) level, thermal correction to the
Gibbs free energy from the CPCM frequency calculations
and solvation free energy.

Results and Discussion

Relative pKa Values.As described in detail in the Methods
section, the accuracy of the calculated macroscopic pKa

values depends on two factors: the correct calculation of
both the microscopic dissociation constants and tautomer-
ization constants. To dissect the two contributions we have
compared calculated microscopic pkQfM1 values for fluo-
rescein and its derivatives with the value of pkQfM1 obtained
from pKa1 and tautomerization constants measured experi-
mentally. pkM1fD is compared directly to pKa2 sincekM ∼ 0.
The comparison of calculated tautomerization constants with
experimental values is discussed in a later section.

Tables 1 and 2 show values of pkQfM and pKa2 obtained
from eq 16. Note that by using eq 16 hydration and vacuum
free energies of a proton are not needed, and differences in
corresponding free energies, employed in the equation, are
likely to lead to the cancellation of errors in solvation and
gas-phase free energies.

Analysis of the data shown in Tables 1 and 2 reveals that
there is a perfect agreement between the calculated and
experimental values for the pkQfM1 for all three radii sets
and vacuum methods V1-V3. In the case of pkM1fD the
quality of the results depends on the radii set used. Results
obtained with the united atom (UA) radii deviate from exper-
imental data by∼1 (for DFF) and∼2 (for DCF) pKa units,
while the Pauling all-atom radii set reproduces the values
correctly. This is surprising since Pauling radii were not opti-
mized for solvation energies of anionic species and should
give inferior results compared to the UAHF and UAKS. On
the other hand, as Takano and Houk observed, Pauling radii
gave the lowest MADs for anionic species from all the radii
sets tested. The calculation of pkM1fD involves estimation
of solvation energies for singly and doubly charged anions,
and Pauling radii, according to Takano and Houk’s data, are
likely to give better estimates of these energies.

It is interesting to note that the protocol V4, which
involved calculating vacuum free energies on geometries
optimized in water, does not yield correct predictions, with
the overestimation of the first dissociation constants and
underestimation of the second. This is most likely caused
by the incorrect description of the proton dissociation in a
vacuum, if the solvent-optimized geometries are used for this
process, and by the neglect of the relaxation energy.

Absolute pKa Values. Given the encouraging results
obtained in the relative pKa calculations, we further estimate
microscopic dissociation constants for all molecules using
eq 3. This is much more demanding because the absolute
values of solvation and gas-phase free energies must be

Table 1. Absolute Values of pkQfM1 and pkM1fD for DCF
Calculated Relative to Fluoresceina

pkQfM1 pkM1fD

V1 V4 V1 V4

S1 3.53 4.11 3.18 2.14
S2 3.52 4.09 3.18 2.14
S3 3.80 4.38 4.88 3.84
exp. 3.50 5.19

a Experimental values were obtained from pKa1 ) 4.00, pKa2 )
5.19, kT ) 2.00, k′T ) 7.14, and kM ) 0.33

Table 2. Absolute Values of pkQfM1 and pkM1fD for DFF
Calculated Relative to Fluoresceina

pkQfM1 pkM1fD

V1 V2 V3 V4 V1 V2 V3 V4

S1 3.37 3.36 3.28 4.49 3.55 3.71 3.75 2.74
S2 3.39 3.38 3.30 4.49 3.55 3.71 3.75 2.74
S3 3.47 3.46 3.37 4.59 4.63 4.80 4.84 3.82
exp. 3.37 4.69

a Experimental values were obtained from pKa1 ) 3.61 and pKa2

) 4.69.67 kT ) 0.68, k′T ) 16.94 (calculated from the ratio of different
tautomers67), and kM ) 0.
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accurately calculated, and the correct value of the proton
solvation free energy must be obtained from experimental
data. The latter value is critical for the accuracy of absolute
pKa estimates. As discussed briefly in the Methods section,
several different values of the proton solvation energy were
used in the past. However, currently, a value of-269 kcal/
mol is accepted as the most reliable estimate of the proton
solvation energy.56,58

Tables 3-5 show the results of the pkQfM1 and pkM1fD

calculations, together with the corresponding experimental
data, for fluorescein, DCF, and DFF, respectively. Solvation
and vacuum free energies calculated with the methods S1-
S3 and V1-V4 are given in the Supporting Information
Tables S2-S4 for fluorescein, DCF, and DFF, respectively.
For DCF results obtained from the V1 and V4 methods only
are shown.

For a given solvation method the differences in the pka

values produced by the V1-V3 vacuum methods are all
below 0.5 pKa units for the first dissociation constant and
below one pKa unit for the second dissociation constant. All
three methods gave convergent results; therefore, the com-
putationally costly methods V1 and V2 may be successfully
substituted by the substantially less demanding V3 method.
This was further confirmed by the test calculations performed
on 3-chloro-4-hydroxyphenol molecule, which showed that
methods V1-V3 yield very similar results for∆(G(A-

gas)-
G(AHgas)) compared to CBS-QB3 but with a fraction of the
computational cost (see Supporting Information Table S5).

As with the relative pKa calculations, the V4 method does
not produce satisfactory results and should be avoided. Good
performance of the method in a few cases (such as for the
Pauling radii for fluorescein and pkM1fD for DCF and DFF)
is most probably due to a fortuitous cancellation of errors.

pka values presented in Tables 3-5 for the first dissociation
constant differ by∼2 pKa units for UA radii sets and by
∼1 pKa unit for Pauling radii. Mean deviations (MDs), given
in Table 6, show that the deviation from experimental values
for pkQfM1 is very similar for all three molecules and indicate

that there is a systematic error in the calculation of either
absolute solvation energies or gas-phase acidities. Indeed,
this is the reason why relative pkQfM1 values were in such
good agreement with experiment. However, as different
vacuum protocols yield very similar pka values, it must be
the solvation energies which deviate from the correct ones
and incur the error. This was to be expected, as the correct
calculation of solvation free energies for anions would require
adding explicit solvent molecules. Bearing this in mind,
implicit solvent models are still capable of obtaining pkQfM1

values which are within 1 pKa unit of experimental values
for fluorescein-like molecules, if the Pauling radii set is used.
It should be noted that UA radii sets cause overestimation
of the pkQfM1 values, while the Pauling radii set underesti-
mates them.

In the case of the second dissociation constant, the MDs
for the values obtained with the UA radii sets differ among
test molecules, which indicates that the implicit solvent
model is unable to obtain the correct values of solvation ener-
gies but, more importantly, is not able to treat the molecules
in a consistent way. The difference between calculated and
experimental values of pkM1fD differ from ∼3 pKa units for
fluorescein to∼2 pKa units for DCF. On the other hand, if
the Pauling radii set is used, the MDs are similar for all three
molecules with an average value of∼1.2 pKa units. Again,
the fact that the Pauling radii perform better, both in terms
of MDs and the ability to sustain a similar level of error, is
somewhat surprising given the fact that the Pauling radii set
was not optimized for the ionized molecules. On the other
hand, UA radii, although optimized on ions, were shown to
perform well only if used for the molecules present in the
training set.48

It should be noted that we have taken reference experi-
mental data from papers by Mchedlov-Petrossyan33,59 and
co-workers (for fluorescein and DCF) and by Orte et al.67

(for DFF), but other values can be found in the literature.

Table 3. Absolute Values of pkQfM1 and pkM1fD for
Fluoresceina

pkQfM1 pkM1fD (exp. 6.80)

V1 V2 V3 V4 V1 V2 V3 V4

S1 5.08 5.43 5.17 5.94 10.65 10.09 9.62 10.01
S2 5.44 5.80 5.54 6.33 10.65 10.09 9.62 10.01
S3 2.12 2.46 2.21 2.98 8.40 7.85 7.37 7.76
exp. 3.49 6.80

a Experimental values were obtained from pKa1 ) 4.45, pKa2 )
6.80, kT ) 6.09, k′T ) 0.5, and kM)0.33

Table 4. Absolute Values of pkQfM1 and pkM1fD for DCFa

pkQfM1 pkM1fD

V1 V4 V1 V4

S1 5.11 6.56 7.16 5.47
S2 5.49 6.94 7.16 5.47
S3 2.42 3.87 6.61 4.92
exp. 3.50 5.19

a Experimental values were obtained from pKa1 ) 4.00, pKa2 )
5.19, kT ) 2.00, k′T ) 7.14, and kM ) 0.33

Table 5. Absolute Values of pkQfM1 and pkM1fD for DFFa

pkQfM1 (exp. 3.37) pkM1fD (exp. 4.69)

V1 V2 V3 V4 V1 V2 V3 V4

S1 4.95 5.30 4.96 6.94 7.52 7.12 6.69 6.06
S2 5.35 5.69 5.35 7.34 7.52 7.12 6.69 6.06
S3 2.09 2.43 2.09 4.08 6.37 5.97 5.53 4.90
exp. 3.37 4.69

a Experimental values were obtained from pKa1 ) 3.61 and pKa2

) 4.69.67 kT ) 0.68 and k′T ) 16.94 were calculated from the ratio of
different tautomers,67 and kM ) 0.

Table 6. Mean Deviations (MDs) in pKa Units of the
pkQfM1 and pkM1fD with Respect to Experimental Values
for Different Solvation Methods and Moleculesa

fluorescein DCF DFF

pkQfM1 pkM1fD pkQfM1 pkM1fD pkQfM1 pkM1fD

S1 1.73 3.32 1.61 1.97 1.70 2.43
S2 2.11 3.32 1.99 1.97 2.09 2.43
S3 -1.23 1.07 -1.08 1.42 -1.17 1.26

a Methods S1-S3 employ the UAHF, UAKS, and Pauling radii sets,
respectively. MDs for fluorescein and DFF include pka values
calculated for the V1-V3 vacuum methods; MDs for DCF are for pka

values calculated for V1 only.
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For example, different authors measured pKa1 of fluorescein
in the range 4.23-4.39 and pKa2 ) 6.31-6.72.34,35,68Klonis
and Sawyer also obtained slightly different tautomerization
constants (kT ) 4.3-6.6, k′T ) 0.7-1.1 depending on the
dissociation reaction model). For DCF, Leonhardt et al.
established pKa1 ) 3.5 and pKa2 ) 4.95.69 Although there is
still some disparity within the experimental data, it is much
smaller than the error associated with the calculations of
dissociation and tautomerization constants, and its impact
on the performance of the methods presented in this work
is, therefore, minor.

The Influence of Relaxation Energy on the Calculated
Dissociation Constants.There is an ongoing debate in the
literature on the use of vacuum- or solvent-optimized
geometries for the calculation of solvation free energies used
in the calculations of dissociation constants. Some investiga-
tors have shown that geometry optimization in an aqueous
environment is crucial for the correct prediction of pKa values
in cases where substantial charge delocalization is possible,
e.g. in aromatic systems.4,5 Others, however, have not
observed such a dependence,10,24and geometry optimization
in water did not alter the results; in one case it actually made
them worse,11 even though charge delocalization was pos-
sible.

To understand fully the significance of the geometry used
for the calculation of solvation free energies for pKa cal-
culations, we should consider the energy difference between
the molecule in a vacuum and in solvent, optimized on their
respective energy surfaces. As can be seen in Figure 2, this
difference comprises two components: the energy change
on solvating the molecule (∆Ghyd) and the energy change
on going from the vacuum to the solvent geometry (∆Grelax).
If ∆Grelax is not included, using∆Ghyd calculated on the
vacuum-optimized geometry leads to the total free energy
of a solvated moleculeG(Asolv,vacuum) being higher than the
correct free energy of the molecule A in solvent. This
happens because one only takes into account solvation of
the vacuum geometry (in terms of∆Ghyd,vacuum) but does not
allow the molecule to relax in water, which would lower

the total free energy of the system. Conversely, using∆Ghyd,aq

leads toG(Asolv,aq) being too low. In this case∆Grelax,gasis
neglected. Since this change is made in vacuo the neglected
term is always unfavorable. Therefore, it does not matter
which geometry is used for the calculation of∆Ghyd, provided
that the corresponding correction for the geometry relaxation
∆Grelax is taken into account as well. To assess how important
the relaxation effect is for our test molecules, we have cal-
culated absolute values of∆Grelax,gasand∆Grelax,solvwith HF/
6-31+G(d) and the Pauling radii set (data shown in Table
7, relaxation energy values for all radii used are shown in
Supporting Information Tables S6-S8). The net effect of
the relaxation energies on the values of dissociation constants
is calculated according to eq 3 as∆pkQfM1) ∆(M-N)/RT
ln 10 and∆pkM1fD ) ∆(D-M)/RT ln 10, whereN, M, and
D are the relaxation energy values of neutral, mono-, and
dianions of respective molecules.

Analysis of the data in Table 7 reveals that although
absolute values of relaxation energies are up to 3 kcal/mol,
the net effect of the relaxation energy on the values of
dissociation constants is smaller due to the equivalent magni-
tude of relaxation effects for the pair of molecules (e.g. the
neutral species and its anion). Overall, the neglect of
relaxation incurs a larger error for the first dissociation
constant. If the solvation free energy was calculated on the
vacuum-optimized geometry, not including the relaxation
energy would lead to the value of pkQfM1 being too high by
over 1 pKa unit for fluorescein and DFF. This error would
appear to be smaller if the solvation free energy was calcu-
lated on the solvent-optimized geometry. On the other hand,
for pkM1fD, the neglect of the relaxation causes only minor
errors not exceeding 0.5 pKa unit. The fact that the relaxation
effect is more profound for the first dissociation constant
may be explained on the grounds that the solvent has a
different influence on the geometry of the neutral and charged
molecules; this results in different relaxation energies, which
do not fully compensate.

Even though the errors incurred by the neglect of relaxa-
tion are on average smaller than errors caused by the inac-
curate description of solvent effects, we should be aware
that the use of the geometry optimized in a vacuum for the
calculation of∆Ghyd will yield higher pKa values, while the
use of geometry optimized in solvent will lead to lower pKa

values. This is, indeed, in line with the findings of earlier
studies.5

Tautomerization Constants for Fluorescein and Its
Derivatives. Tautomerization constants calculated using

Figure 2. Two ways of solvating a molecule A. The first suffix
(gas, solv) describes the environment of the molecule; the
second suffix describes the geometry of the molecule (vacuum,
aq), e.g. Agas,aq is the molecule in a solvent-optimized
geometry being placed in a vacuum. ∆Ghyd is the change in
free energy upon solvating the molecule, and ∆Grelax is the
change in free energy upon changing the geometry. Note that
generally ∆Ghyd,vacuum * ∆Ghyd,aq and hence ∆Grelax,gas *
∆Grelax,solv.

Table 7. Absolute Values of ∆Grelax,gas and ∆Grelax,solv for
Fluorescein, DCF, and DFF Molecules [kcal/mol]a

neutral
mono-
anion dianion ∆pkQfM1 ∆pkM1fD

fluoroscein ∆Grelax,gas 1.48 2.18 1.75 0.51 -0.31

∆Grelax,solv -1.36 -3.10 -3.13 -1.28 -0.02

DCF ∆Grelax,gas 1.34 2.32 1.58 0.72 -0.54

∆Grelax,solv -1.23 -2.86 -2.81 -0.77 0.02

DFF ∆Grelax,gas 1.50 2.39 1.78 0.65 0.23

∆Grelax,solv -1.36 -3.07 -3.04 -1.23 0.02
a ∆pkQfM1 and ∆pkM1fD show the error in a respective pka due to

the neglect of relaxation.
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different radii sets are shown in Table 8, together with
experimental data. Total free energies of all tautomers cal-
culated with both UAHF and Pauling radii are given in the
Supporting Information Table S9. We have used only two
different radii sets (UAHF and Pauling), given the difference
they produced for the pka value calculations, and not
considered UAKS radii, as they gave solvation energies close
to those derived with UAHF.

Experimental data show that the free energy differences
between tautomers in aqueous solution are within 1 kcal/
mol for most cases, which sets up a challenging task for the
computational methods to reproduce the differences cor-
rectly: the accuracy of free energy estimates both in vacuo
and in solvent must be within 1 kcal/mol.

First, it should be noted that neither of the two radii sets
used to obtain free energies is able to predict both tautomer-
ization constants correctly. On the other hand,kT is very well
estimated if the Pauling radii set is used to calculate solvation
free energies, although it fails to predictk′T with reasonable
accuracy (errors of 4 orders of magnitude ink or approx-
imately 5 kcal/mol), and for the DCF and DFF molecules,
the relative stability of the Q and Z tautomers is reversed.
Conversely, UAHF radii are able to reproducek′T values for
a fluorescein molecule and, within 2 orders of magnitude,
for the other molecules and maintain the correct relative
stabilities of the Q and Z tautomers. This radii set is also
able to describe the correct relative stabilities of the L and
Q tautomers of both fluorescein and DCF; however, the
errors inkT are up to 3 orders of magnitude (up to approxi-
mately 4 kcal/mol).

Additional contributions to the total free energies of the
tautomers in solvent comprise the energy of each tautomer
in a vacuum and the thermal correction to the free energy,
which includes the zero point energy (ZPE) and entropic
contributions. While there are errors also associated with both
of these, it has been shown previously that ZPEs converge
in the 6-31+G(d) basis set40 and are, therefore, unlikely to
be a significant source of error. To check if the vacuum
energy estimation makes a major contribution to the overall
error, we have calculated vacuum SCF energies for the
fluorescein tautomers using the aug-cc-pVTZ basis set (data
not shown), but this has not improved the values of the
tautomerization constants. This is also consistent with the
pka calculations, which show that differences between the
V2 and V3 methods are negligible.

As mentioned in the Methods section, tautomerization
constants contribute to the values of the macroscopic pKas;
therefore, errors in the former will have a negative impact
on the quality of the latter. Table 8 shows the value of the

correction to the pKa1 value which is due to the existence of
different tautomeric forms of the molecule. For all of the
molecules under consideration, the fact that the neutral forms
of the dyes exist as multiple tautomers increases the pKa1

value (see eq 14). This increase is roughly inversely propor-
tional to the stability of the Q tautomer, being the largest
for fluorescein and the smallest for DFF and is never larger
than 1 pKa unit. Conversely, corrections calculated with both
the UAHF and Pauling radii sets are substantially larger. This
is caused by the incorrect prediction of the stabilities of
various tautomers and either overstabilization of the zwitter-
ions (Pauling radii) or lactone (UAHF radii). In both cases,
the stability of the quinoid form is severely underestimated,
leading to an increase in the absolute value of the correction.
The use of the calculated tautomerization constants (Table
8) together with microscopic dissociation constants (Tables
3-5) would lead to large discrepancies between calculated
and experimental macroscopic dissociation constants, and
these discrepancies would be mainly due to the incorrect
estimation of tautomerization constants.

Theoretical investigations into the tautomerization con-
stants of fluorescein have been published previously.70 Those
authors used a different solvation method (Poisson-Boltz-
mann continuum) and were able to reproduce thekT value
correctly but did not calculatek′T since they failed to obtain
an optimized geometry of the zwitterion. Indeed, it has since
been shown that implicit solvent models are unable to
describe the zwitterionic tautomer of carboxylic monoacids
correctly,15 which may be the reason for the poor prediction
of k′T. It should be noted that the proper calculation of the
solvation free energy of the zwitterionic tautomer would
require the use of explicit water molecules.

Conclusions
We have used several different calculation protocols to
estimate microscopic dissociation and tautomerization con-
stants for fluorescein and two derivatives, DCF and DFF.
Evaluation of free energies in a vacuum employed CBS-4M
and DFT-based protocols, while solvation free energies were
calculated with the CPCM method and several radii sets.
We found that all three in vacuo protocols performed
similarly. From this we conclude that the least computation-
ally demanding PBE1PBE/6-311+G(2d,2p)//PBE1PBE/6-
31+G(d) may be the method of choice for systems which
are too large in practice to be treated with the CBS-QB3
model chemistry. Relative calculations of microscopic dis-
sociation constants produced good agreement with experi-
ment for pkQfM1 and pkM1fD (in the latter case only for
Pauling radii). As expected, results of absolute calculations

Table 8. Experimental33,67 and Calculated Tautomerization Constants and
the Correction to the pKa1 (Corr, in pKa Units) Given by log (k′T × (1 + kM)/1 + k′T + (kT × k′T))

fluorescein DCF DFF

constant UAHF Pauling exp. UAHF Pauling exp. UAHF Pauling exp.

kT 7144 5.86 6.09 452 2.14 2.00 133 0.13 0.68
k′T 0.18 5E-05 0.50 794 0.007 7.14 2468 0.06 16.94
Corr -3.85 -4.46 -0.96 -2.66 -2.14 -0.50 -2.13 -1.26 -0.24
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deviated more from the experimental data with mean devi-
ations between 1 and 3 pKa units. Better results were obtained
if the solvation free energy was obtained with the Pauling
radii set.

We have also investigated the contribution of the geometry
relaxation on the calculated values of dissociation constants.
It turned out that relaxation effects are negligible for pkM1fD,
since geometries of both mono- and dianions are changed
similarly, and the net effect is insignificant. For pkQfM1 the
effect is larger but still smaller than the accuracy of the
implict solvent model. In the case of tautomerization con-
stants, the Pauling radii set correctly predictedkT, whereas
UAHF performed better fork′T; however, neither set gave
accurate estimates for both. The results described in this
paper indicate that implicit solvent models are able to
produce satisfactory results; however, they should be care-
fully tested for the set of molecules of interest, and appro-
priate parameters best describing solvation effects should be
chosen. This task may be simplified in the future with the
development of implicit solvation methods, which are less
dependent on a correct choice of parameters to define the
solute cavity. Such methods are gradually being developed
and include isodensity surface approaches6,71 or the use of a
mixed implict-explicit aqueous environment.18,47
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Abstract: Density functional theory methods were used to investigate the structures associated

with 2-phenylpyridine, ppy , and several of its electronic states. The structure of ppy has the

aromatic rings twisted with respect to one another by ∼21°, which is about half the value found

for biphenyl. In comparison with ppy , both the isoelectronic cation, ppyH +, and anion, ppy -,

have larger twist angles. The extent of twisting is governed by the delicate balance between π
conjugation and repulsive orbital/steric interactions, and the magnitudes of these interactions

were investigated by examining the torsional energy barriers for all three molecular species. In

contrast, every one of the investigated open-shell structuressppy •+, ppy •-, ppy* , ppyH +*, and

ppy -*shas coplanar aromatic rings, that is, no twist angle. Frontier molecular orbital analyses

reveal that the π-type bonding between the bridging carbons becomes dominant over any

repulsive orbital and steric interactions, thereby leading to coplanar rings. Also, the energetics

associated with ppy and its various electronic states were investigated and reported.

Introduction
Materials with conjugated organic moieties, whether they
be molecular, oligomeric, or polymeric in nature, are being
used in devices as semiconductors or light-emitting diodes
and have captured the imaginations of researchers investigat-
ing the associated structural, electronic, and optical proper-
ties.1-3 These conjugated moieties are usually olefins (e.g.,
ethylene and acetylene), freely rotating aromatic rings (e.g.,
benzene and thiophene), rigidly linked biphenyl-like units
(fluorene and carbazole), or fused aromatic rings (e.g.,
tetracene and pentacene). In conjunction with experimental
work, the past decade has seen the fundamental properties
of these conjugated materials being ascertained through
quantum mechanical modeling of the actual molecular system
or the repeat unit of an oligomer/polymer system.4 By using
first-principles computational chemistry methods such as
density functional theory (DFT), one will obtain computa-
tional results which are accurate and reliable, thereby

extending limited experimental data and allowing the con-
fident study of systems which may be difficult to do
experimentally. One such conjugated molecular system with
a paucity of experimental molecular property data is 2-phen-
ylpyridine, ppy.

The only existing structural information forppy is obtained
indirectly through the X-ray crystal structures of organome-
tallic complexes containingppy as the formally anionic
ligand,ppy-. This ligand and its derivatives are commonly
found in organometallic species which are electrolumines-
cent.5,6 In all of these structures, theppy- ligand was shown

to have coplanar, or very nearly coplanar, aromatic rings.
Previous computations on the neutralppy molecule, however,
have found the aromatic rings to be twisted with respect to
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‡ Drexel University.
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each other in the range of 21-32°.7,8 In acidic aqueous
media,ppy is in its protonated form,ppyH+, and may exhibit
either fluorescent or phosphorescent characteristics.9-11 Also,
this experimental work resulted in qualitative arguments
which suggest a twisted structure for the ground state of
ppyH+ but a planar structure for the first excited triplet state.
To date, no first-principles computational chemistry data exist
either for the singlet states ofppyH+ andppy- or for the
first excited triplet states of all three molecular speciess
ppy* , ppyH+* , andppy-* .

The ionizing (electron removal/addition) of conjugated
polymer chains can have profound effects on their conduc-
tivity. Oxidation/reduction creates a localized charge defect
in the polymer chain known as a positive/negative polaron.12

The radical cation,ppy•+, and radical anion,ppy•-, may be
considered as models for single-charged defects in polymers
which containppy as a comonomer. What is unknown is
the effect on the molecular structure ofppy upon ionization.

Computational Model
DFT methods are used to understand the structure and
energetics ofppy and its various electronic states. The first
task is to firmly establish the equilibrium structure ofppy
and the energy maxima (atφ ) 0° and 90°) for rotation about
the CC bond linking the two aromatic rings.

A full torsional energy profile is not necessary because it
has been investigated previously.8

The second task is to investigate the structural and
energetic properties of the isoelectronic cationic and anionic
states ofppy. For the protonation ofppy to form ppyH+, a
proton is attached to the pyridine nitrogen

The release of energy is known as the proton affinity of
ppy and is defined as the negative enthalpy,-∆H, for the
above reaction. The isoelectronic anion,ppy-, of interest is
the one in which H+ is removed from the phenyl carbon
“ortho” to the CC bridge between the two rings ofppy, and
the enthalpy for this reaction

is known as the deprotonation energy ofppy. In addition,
the torsional barriers ofppyH+ andppy- at φ values of 0°
and 90° are computed and compared with theppy results.

Third, an electron is subtracted and added toppy to form,
respectively, the radical cation,ppy•+, and the radical anion,
ppy•-, and the computed structures of these two charged,
radical species are compared to that ofppy. In addition, the

ionization potential (IP) and electron affinity (EA) ofppy
to form ppy•+ andppy•-, respectively,

may be determined as “adiabatic” or “vertical” values. The

adiabatic value is the energy difference between the charged,
radical species in its relaxed (optimized) geometry and the
respective neutral, singlet species in its relaxed geometry.
For the vertical value, the energy difference is between the
charged, radical species at the geometry of its neutral state
and the neutral species in its relaxed geometry. Both the
adiabatic and vertical IPs and EAs are computed in order to
determine the effects of structure on these energy values.

As part of the third task, the focus on open-shell analogues
continues with the comparison of the first excited triplet
states,ppy* , ppyH+* , and ppy-* , with respect to their
singlet ground states,ppy, ppyH+, andppy-. In addition to
examining the structural differences between the singlet and
triplet molecular species, the singlet-triplet energy differ-
ences are also investigated. The adiabatic energy difference,
∆Ead(S0 f T1), is the energy needed to excite a molecule
from its singlet ground-state geometry to the relaxed
geometry of its first excited triplet state. An alternative
method to use is time-dependent DFT (TDDFT),13-16 which
has proven to be most successful for low-energy excita-
tions.17,18

Computational Details
All calculations were performed with the Gaussian 03 suite
of programs.19 The neutral, singletppy structure was
optimized by DFT with the density functionals BP8620,21and
B3LYP22,23 in conjunction with a few selected basis sets:
6-31G(d),24 6-311G(d),25 and 6-311G(2d,2p).26 The hybrid
functional B3LYP has proven to be good for the rotational
barriers of biphenyl27 as well as for relative energetics in
general. The pure BP86 functional was chosen mainly
because of the enhanced performance gains of the calcula-
tions using this functional compared to B3LYP. Pure
functionals are able to take advantage of using density fitting
basis sets which expand the density in a set of atom-centered
functions when computing the Coulomb interaction instead
of computing all of the two-electron integrals.28,29 Table 1
presents selected metric parameters for the equilibrium
structure ofppy at several different levels of theory. For
the purposes of this study, the metric parameters of interest

ppy + H+ f ppyH+ ... ∆H

ppy f ppy- + H+ ... ∆H

Table 1. Inter-Ring Distances (CC in Angstroms) and
Twist Angles (φ in Degrees) for ppy a

CC φ

basis sets BP86 B3LYP BP86 B3LYP

6-31G(d) 1.492 1.488 15.0 (16.0) 18.2 (19.3)
6-311G(d) 1.490 1.488 18.1 (19.4) 20.4 (21.8)
6-311G(2d,2p) 1.489 1.486 18.2 (19.4) 20.8 (21.9)

a The numbers in parentheses are the alternate dihedral angles
between the aromatic rings (see text).

IP ) E(ppy•+) - E(ppy)

EA ) -[E(ppy•-) - E(ppy)]
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are the inter-ring CC distance and the twist angle,φ, which
is the dihedral angle defined as N1-C2-C2′-C1′:

Values for the dihedral angle C3-C2-C2′-C3′ are also
given in Table 1 in parentheses and turn out to be noticeably
different from the defined twist angle because of the
nonplanarity of the two aromatic rings.8 Because each
optimized geometry was characterized by a harmonic
vibrational frequency analysis at the same level of computa-
tion, the calculated frequencies were used to determine zero-
point energy and vibrational thermal corrections (at 298.15
K) for use in determining energetic properties unless
otherwise stated. To determine rotational barriers ofppy,
two structures ofppy were fully optimized with the twist
angle,φ, being constrained to 0° and 90°. The enthalpic and
free energy torsional barrier heights as well as the inter-ring
CC distances forppy at φ ) 0° and 90° are presented in
Table 2.

The remaining calculations were all done with the B3LYP
functional, and any energetic properties which involvedppy
utilized the B3LYP/6-311G(2d,2p) geometry ofppy. To
investigate the structures of the isoelectronic cationic (ppyH+)
and anionic (ppy-) singlet states ofppy, the polarized triple-ú
basis sets, 6-311G(2d,2p), and the diffuse basis sets,
6-311+G(2d,2p) and 6-311++G(2d,2p),30 were used. Two
energy minima exist forppy-: a local minimum atφ < 50°
and a global minimum atφ ) 180°. For this study, the former
structure is of greater interest because this rotational isomer
closely resembles theppy anionic ligand in organometallic
structures. The inter-ring CC distances and twist angles at
the different levels of computation are presented in Table 3.
A computational procedure, similar to the one employed for
the neutralppy species, was used to determine the inter-
ring CC bond lengths and the torsional barrier heights
(at φ ) 0° and 90°) of ppyH+ and ppy- but only at the
B3LYP/6-311+G(2d,2p) level (see Table 4). As can be seen
in Table 3, the extra set of diffuse functions (for H) does
not alter the structures of these ionic species. The proton
affinity and deprotonation energy ofppy were computed at
the B3LYP/6-311++G(2d,2p) level and are presented in
Table 5 as the energy property∆H(H+).

For the neutral, triplet stateppy* , the structure and
frequencies were computed using the 6-311G(2d,2p) basis
sets. These same basis sets plus the two diffuse versions were
used to compute the structures and frequencies of the
remaining open-shell molecules: the ionic radical doublets,
ppy•+ andppy•-, as well as the ionic triplets,ppyH+* and
ppy-* . Because the two aromatic rings in each of these
optimized structures are coplanar, only the inter-ring CC
bond lengths are presented in Table 6.

The energetic properties of the neutral, singlet state ofppy
with respect to the three open-shell species,ppy* , ppy•+,
andppy•-, were obtained at the B3LYP/6-311++G(2d,2p)
level of computation and are presented in Table 7. Each of
the adiabatic IP, EA, and∆Ead(S0 f T1) values are
determined from the energy difference between theppy
structure and each of the three structure-optimized open-
shell states. To determine the vertical IP and EA values,
single-point energy calculations were first carried out at the
designated computational level for each of the open-shell

Table 2. Inter-Ring Distances (CC in Angstroms) and
Torsional Barrier Heights (kcal/mol) for ppy at Twist Angle
φ ) 0.0° and 90.0° for Different Levels of Computation

BP86 B3LYP

φ basis sets CC ∆H ∆G CC ∆H ∆G

0.0 6-31G(d) 1.493 0 1 1.491 0 1
6-311G(d) 1.492 0 1 1.490 0 1
6-311G(2d,2p) 1.491 0 1 1.489 0 1

90.0 6-31G(d) 1.504 4 6 1.498 4 5
6-311G(d) 1.501 4 5 1.497 4 5
6-311G(2d,2p) 1.500 4 5 1.496 4 5

Table 3. Inter-Ring Distances (CC in Angstroms) and
Twist Angles (φ in Degrees) for ppyH + and ppy -, Using
the B3LYP Hybrid Functional and the Indicated Basis Sets

ppyH + ppy -

basis sets CC φ CC φ

6-311G(2d,2p) 1.463 33.0 (33.6) 1.488 43.1 (41.8)
6-311+G(2d,2p) 1.464 33.1 (33.7) 1.489 48.1 (46.4)
6-311++G(2d,2p) 1.464 33.1 (33.7) 1.489 48.2 (46.4)

Table 4. Inter-Ring Distances (CC in Angstroms) and
Torsional Barrier Heights (kcal/mol) for ppyH + and ppy -

at Twist Angle φ ) 0.0° and 90.0° for the B3LYP/
6-311+G(2d,2p) Level of Theory

ppyH + ppy -

φ CC ∆H ∆G CC ∆H ∆G

0.0 1.467 1 2 1.497 2 3
90.0 1.483 3 4 1.500 0 1

Table 5. Energy Properties for ppyH + and ppy - at the
B3LYP/6-311++G(2d,2p) Level of Theorya

property ppyH + ppy -

∆H(H+) 10 (230) 17 (398)
∆Ead(S0 f T1) 2.6 (60) 0.8 (19)
∆ETDDFT(S0 f T1) 2.9 (67) 1.4 (32)

a Energies are given in eV with numbers in parentheses given in
kcal/mol.

Table 6. Inter-Ring Distances (CC in Angstroms) for ppy ,
ppy •+, ppy •-, ppy* , ppyH +*, and ppy -* Using the B3LYP
Hybrid Functional

basis sets ppy ppy •+ ppy •- ppy* ppyH +* ppy -*

6-311G(2d,2p) 1.486 1.443 1.434 1.387 1.398a 1.425
6-311+G(2d,2p) 1.444 1.435 1.399 1.426
6-311++G(2d,2p) 1.444 1.435 1.399 1.426

a The aromatic rings are coplanar at all levels of theory for all open-
shell molecules with the exception of this one, in which the optimized
twist angle is actually 1.1° at this particular level of theory.
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species at the singletppy geometry. Then, the vertical energy
is determined by subtracting the energy of the singletppy
from each of these new single-point energies [e.g., IPvert )
E(ppy•+@ppy geom.)- E(ppy)]. By their nature, vertical
energies do not have corrections for zero-point energy and
vibrational thermal effects. To complete the energetic picture
for the triplet energy surface relative to the singlet one,
TDDFT computations were carried out for the first seven
excited triplet states on the singlet structure ofppy. Only
the excitation energy to the first excited triplet state,
∆ETDDFT(S0 f T1), is presented in Table 7. In a manner
similar to the one just described forppy, the energetics for
ppyH+ and ppy- relative to their respective triplet states
have been completed and are reported as∆Ead(S0 f T1) and
∆ETDDFT(S0 f T1) values in Table 5.

Results and Discussion
ppy. The equilibrium gas-phase structure ofppy is known
only through computational results, and the highest-level
calculations to date may be found in two recent reports in
the literature. In a thermochemical study of phenylpyridine
isomers, da Silva et al.7 obtained an inter-ring CC distance
of 1.488 Å and a twist angle of 20.7° at the B3LYP/6-31G(d)
level of theory. In examining the torsional barrier ofppy,
Göller and Grummt8 used four different methods: HF/
6-31G(d), MP2/6-31G(d), BPW91/6-31+G(d), and B3LYP/
6-31+G(d). Respectively, these methods yielded inter-ring
CC bond lengths of 1.491, 1.479, 1.491, and 1.489 Å as well
as twist angles of 27.9°, 31.5°, 26.7°, and 21.9°. We wanted
to see if the inter-ring CC distance and the twist angle of
ppy would greatly change either as the basis set became
larger or in switching from a pure density functional (BP86)
to a hybrid one (B3LYP). An exhaustive study with a variety
of basis sets and density functionals was unnecessary because
experimental structure information is not available for
judging the accuracy of the computed methods. As indi-
cated in Table 1, our best DFT values, (BP86;B3LYP)/
6-311G(2d,2p), for these metric parameters essentially agree
with previous computational studies in that the CC bond
length is about 1.49 Å and the twist angle is uncertain (ours
is 18-21°). This latter uncertainty is probably due to the
shallowness of the torsional potential energy surface where
the aromatic rings are nearly coplanar (vide infra and ref 8).
The MP2 results of Go¨ller and Grummt indicate a CC bond
length which is shorter by 0.01 Å compared to all of the
DFT results. A similar result was found in a definitive
computational study of biphenyl by Arulmozhiraja and

Fujii.27 Also, the highest-level DFT computations in this latter
study yielded a twist angle of∼40° for biphenyl. The second
dihedral angle between the aromatic rings (numbers in
parentheses in Table 1) is about 1° larger than the defined
twist angle and is indicative of nonplanar rings. In fact, all
of the computational methods in the current study agree that
the largest distortion from planarity in each ring is at the
bridging carbon atom.

Just as in the isoelectronic biphenyl molecule, the twist
angle between the two aromatic rings is a delicate balance
between electronic and steric effects. The two major elec-
tronic effects are the degree ofπ conjugation between the
two rings, leading to coplanar rings, and the repulsive orbital
interactions between theπ systems of each ring, leading to
a twisted structure. Repulsive steric interactions between the
ortho hydrogens on different rings tend to direct the rings to
be perpendicular to one another.

One way to gauge the magnitude of these effects is to
compute the torsional barriers ofppy at φ ) 0° (rings are
coplanar) and atφ ) 90° (rings are perpendicular), and the
corresponding enthalpic and free energy values are presented
in Table 2. Within the reliability of the methods being used,
the torsional barriers turned out to be independent of the
basis set and density functional. There is no enthalpic barrier
for making the rings coplanar, and the corresponding free
energy barrier is only 1 kcal/mol. Concurrently, the CC bond
length has lengthened by no more than 0.003 Å. Coplanarity
would maximize the repulsive interactions between the two
rings, but these interactions must already be well-balanced
by π conjugation because of the small rotational barrier and
minor effect on the inter-ring CC distance. This small energy
barrier for coplanarity not only explains the wide range in
optimized twist angles from different computational methods
but also would predict difficulty in obtaining a small
uncertainty for the twist angle in an experimental structure.

On the other hand, the enthalpic (4 kcal/mol) and free
energy (5 kcal/mol) barriers for making the rings perpen-
dicular are more substantial. Also, there is a noticeable
lengthening of the inter-ring CC distance by about 0.01 Å
toward a typical CC single bond length. Maximizing the twist
angle essentially eliminates any repulsive orbital and steric
interactions between the aromatic rings, but it also disrupts
any π-type bonding between the two rings. Go¨ller and
Grummt8 had obtained similar magnitudes for the torsional
barriers ofppy, but they had claimed that a three-center-
four-electron interaction between the nitrogen and ortho C-H
bond on the neighboring ring (N1‚‚‚H1′C1′) contributed to
the very low barrier forφ ) 0°. We cannot support such a
claim, which was based solely on geometrical arguments.
Overall, our computed results point to weaker repulsive
orbital and steric interactions compared to theπ-electron
delocalization between the rings. The BP86 functional has
proven itself to provide structural and torsional energy results
comparable to those with B3LYP. For the rest of this
investigation, however, the B3LYP functional was used,
mainly because of its proven success for reaction energetics.31

ppyH+ and ppy-. To date, there have been no compu-
tational chemistry reports in the literature for either the
protonated or anionic forms ofppy in order to determine

Table 7. Energy Properties for ppy Computed at the
B3LYP/6-311++G(2d,2p) Level of Theorya

property energy

IPad 8.0 (185)
IPvert 8.2 (189)
EAad 0.3 (6)
EAvert -0.1 (-2)
∆Ead(S0 f T1) 2.8 (65)
∆ETDDFT(S0 f T1) 3.2 (73)

a Energies are given in eV with numbers in parentheses given in
kcal/mol.
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if they have twist angles and, if so, the energy barriers
for coplanar as well as perpendicular rings. We have high
confidence in the structure results forppy with the
6-311G(2d,2p) basis sets. To gauge basis set convergence
for the ionic forms ofppy, however, diffuse functions were
initially added to the heavy atoms of this basis set [6-311+G-
(2d,2p)], and then to the hydrogens [6-311++G(2d,2p)], and
selected optimized metric parameters with the B3LYP
functional are presented in Table 3. With the first set of
diffuse functions, the inter-ring CC bond length in either ionic
molecule increases by only 0.001 Å while the twist angle
for ppyH+ increases by only 0.1°. But, theppy- twist angle
is more sensitive to the addition of the first set of diffuse
functions, increasing by 5°. No significant changes in metric
parameters occur with the addition of diffuse functions for
hydrogens. Just like forppy, the rings are nonplanar for either
ionic species. This distortion in planarity (see numbers in
parentheses in Table 3) is smaller forppyH+ than forppy,
but it is larger forppy-. In fact, the second dihedral angle
is actuallysmaller than the defined twist angle by nearly
2°, which may be indicative of a repulsive steric interaction
between the ortho hydrogens being less than the repulsive
interaction between the lone pairs on the nitrogen and the
anionic carbon atom.

Compared toppy at the same level of theory, B3LYP/
6-311G(2d,2p), the inter-ring CC bond length is 0.023 Å
shorter and the twist angle is about 12° larger forppyH+.
The shorter bond length points to a weaker orbital repulsion
compared to theπ conjugation, while the larger twist angle
is the result of two sets of ortho-hydrogen steric interactions.
For ppy-, the inter-ring CC bond length is slightly longer
by 0.002 Å, while the twist angle is noticeably larger by
22° compared to that forppy. Becauseppy andppy- both
have the same number of ortho-hydrogen steric interactions,
the much larger twist angle inppy- must be the result of
orbital repulsions, most likely, the repulsive interaction
between the lone pairs on the nitrogen and the anionic carbon
atom.

The torsional energy barriers and inter-ring CC distances
of ppyH+ and ppy- at the B3LYP/6-311+G(2d,2p) level
are presented in Table 4. When compared toppy, the
resistance to ring coplanarity for these ions is somewhat
greater. Just like forppy, the ortho-hydrogen steric interac-
tions are at a maximum for coplanar rings inppyH+, but
two sets of these steric interactions (compared to only one
set inppy) have yielded a slightly larger barrier (by 1 kcal/
mol) and a slightly longer (by 0.003 Å) CC bond compared
to the relaxed structure ofppyH+. For ppy-, the repulsive
lone-pair interaction andπ overlap are both maximized for
coplanar rings, but the apparently stronger repulsive interac-
tion results in a rotational barrier 2 kcal/mol larger than that
in ppy, while the CC bond has lengthened by 0.008 Å
compared to that in the relaxed structure ofppy-. The
rotational barrier at 90° for ppyH+ is similar to that ofppy,
and the CC bond is 0.019 Å longer. These results are a
reflection of disrupting theπ conjugation (again, the stronger
interaction) and eliminating any steric repulsions between
the rings. In contrast, making the rings perpendicular for
ppy- has no enthalpic barrier, a free energy barrier of 1 kcal/

mol, and a longer (by 0.011 Å) CC bond between the rings.
Although theπ conjugation has been disrupted, it has been
almost equally balanced by the easing of the repulsive
interaction between the lone pairs on the nitrogen and the
anionic carbon atom.

ppy•+, ppy•-, ppy*, ppyH+*, and ppy-*. To our knowl-
edge, neither the two radical ions nor the three triplet species
have been studied computationally. Using the B3LYP hybrid
functional, the optimized geometries for these open-shell
molecules were determined with the 6-311G(2d,2p) basis
sets, and the effects to the inter-ring CC bond lengths of
adding diffuse functions to the heavy atoms, and then to
hydrogen, for the charged species is presented in Table 6.
As was found forppyH+ andppy-, the inter-ring distances
for all of the ionic molecules increase by 0.001 Å with the
addition of diffuse functions for carbon and nitrogen, but
no further change in this metric parameter occurs when also
adding diffuse functions for hydrogen.

The structures of all of these open-shell species are rather
interesting because each of the inter-ring CC bond lengths
is much shorter than that computed for the corresponding
closed-shell species and the aromatic rings in each structure
are coplanar. As a point of reference, DFT computations for
the isoelectronic biphenyl open-shell molecules27,32 have
yielded similar conclusions with the exception that the
biphenyl radical cation has a twist angle27 which is in
agreement with experimental resonance Raman spectra.33

Compared toppy, the B3LYP/6-311G(2d,2p) values for the
inter-ring bond lengths ofppy•+ and ppy•- are shorter by
0.043 and 0.052 Å, respectively, whereas this bond length
is still even shorter, by 0.099 Å, forppy* . When compared
to the closed-shell moleculesppyH+ andppy-, the shorten-
ing of the inter-ring CC bond for the corresponding open-
shell molecules,ppyH+* andppy-* , is similar (0.065 and
0.063 Å, respectively). At first glance, the shorter inter-ring
distances and coplanar aromatic rings seem to be counter-
intuitive. These structural preferences, however, are easily
explained by examining the respective frontier molecular
orbitals.

Figure 1 compares the highest occupied molecular orbitals
(HOMOs) and lowest unoccupied molecular orbital (LU-
MOs) of ppy, ppy•+, ppy•-, andppy* .34,35 The HOMO of
ppy represents aπ*-like repulsive interaction between the
two rings, contributing to the twist angle of∼21°, whereas
the corresponding LUMO displaysπ-like bonding between
the two bridging carbon atoms. Although the HOMO and
LUMO of ppy•+ are identical to those ofppy, there is now
one less electron in the HOMO ofppy•+, which leads to
orbital repulsion being reduced andπ conjugation becoming
dominant. The concomitant structural effects are a shorter
distance between the rings and a twist angle of zero.π
bonding between the bridging carbons exists for the LUMO
of ppy. Therefore, adding an electron to this LUMO to create
ppy•- results in an increase in theπ conjugation between
the aromatic rings (see the HOMO ofppy•-), which
overwhelms the existing repulsiveπ*-like interaction (see
the HOMO-1 of ppy•-). Again, this dominantπ-bonding
interaction leads to a shorter inter-ring CC bond and coplanar
rings when compared to theppy structure. Now, what would
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the result be of combining the effects seen inppy•+ and in
ppy•-, that is, to reduce the orbital repulsion, as inppy•+,
and increase theπ conjugation, as inppy•-? As it turns out,
this is exactly what happens with the triplet state ofppy.
For ppy* , the frontier orbitals are nearly the same as those
for ppy•-, but the electron occupancy is different. One
electron is in theπ-like HOMO of ppy* , but now, there is
only one electron in theπ*-like HOMO-1. This combined
effect is reflected in the much shorter CC bridge bond
compared to that inppy, which is essentially the sum of
the bond-shortening effects found in the radical ions
(0.043 Å + 0.052 Å ) 0.097 Å≈ 0.99 Å).

The explanation for the structural preferences found in
ppyH+* andppy-* relies on comparing the frontier orbitals
of these triplet molecules with their respective singlet
analogues (see Figure 2). By examining only the LUMOs
of ppyH+ and ppy-, it is difficult to imagine how the
π-bonding HOMOs came about in formingppyH+* and
ppy-* . A closer look at the LUMO+1 orbitals of the singlet
species, however, reveals the beginning ofπ overlap between
the bridging carbons. The obviousπ-bonding in the HOMOs
of the triplet molecules is actually the result of the linear
combination of the LUMO and LUMO+1 of the respective
singlet species. As expected, thisπ bonding between the two
aromatic rings explains a twist angle of zero forppyH+*
andppy-* .

Energetic Properties. The energetic properties of the
singlet state ofppy with respect to the open-shell species,
ppy•+, ppy•-, and ppy* , were computed at the B3LYP/
6-31++G(2d,2p) level and may be found in Table 7. The
adiabatic ionization potential, IPad, of ppy to form the radical
cation,ppy•+, is 8.2 eV and is not significantly different from
the experimental ionization potential of 8.16 eV for the
isoelectronic biphenyl molecule.36 The vertical ionization
potential, IPvert, of ppy is 0.2 eV higher than the IPad value,
and this difference is a measure of the structural relaxation
energy for the ionization process. To form the radical anion,
ppy•-, the computed adiabatic electron affinity, EAad, of ppy
is 0.3 eV. As indicated by the vertical electron affinity, EAvert,
the structural relaxation energy for creating this anion is 0.4
eV. Several benchmark computational investigations of
adiabatic ionization potentials and electron affinities have
concluded that DFT methods, similar to the one in this study,
have an average error in accuracy of 0.1-0.2 eV.37-40

The adiabatic energy difference,∆Ead, between the ground
state ofppy and its corresponding triplet state is 2.8 eV.
The larger value of 3.2 eV for∆ETDDFT provides an upper
bound for the S0 f T1 excitation energy and is indicative of
theppy* structure being very different from the correspond-
ing singlet structure (vide supra).

The energetic properties of the two charged, isoelectronic
states ofppy, ppyH+, andppy- at the B3LYP/6-311++G-

Figure 1. Frontier molecular orbitals for ppy , ppy •+, ppy •-, and ppy* which explain the shorter inter-ring CC bond distances
and coplanar aromatic rings of the open-shell molecules compared to ppy .

Figure 2. Frontier molecular orbitals for ppyH +, ppyH +*, ppy -, and ppy -* which explain the shorter inter-ring CC bond distances
and coplanar aromatic rings of the triplet molecules compared to their respective singlet analogues.

2-Phenylpyridine: To Twist or Not To Twist? J. Chem. Theory Comput., Vol. 2, No. 6, 20061535



(2d,2p) level are presented in Table 5. Protonation ofppy is
essentially the addition of H+ to the nitrogen of the pyridine
ring. The computed proton affinity for creatingppyH+ is
230 kcal/mol, which is very similar to the accepted experi-
mental proton affinity of 222 kcal/mol for pyridine.41

Deprotonation ofppy is analogous to deprotonation of
benzene: H+ is removed from the phenyl ring, leaving
behind a negatively charged carbon. To formppy-, the
computed enthalpy of deprotonation is 398 kcal/mol, which
very closely agrees with the experimental enthalpy of
deprotonation of 401.7 kcal/mol for benzene.42

From the data in Table 5, the energetic picture of the triplet
energy surface forppyH+ relative to the singlet one is similar
to that ofppy but very different from that ofppy-. Compared
to ppy, the singlet-triplet energy difference,∆Ead, for
ppyH+ is 0.2 eV lower at 2.6 eV. The upper bound for the
S0 f T1 excitation energy ofppyH+ is 2.9 eV and is 0.3 eV
lower than the corresponding value forppy. Whenppy is
in acidic media asppyH+, the lowest phosphorescent peak
is experimentally determined to be 2.89 eV.10 This experi-
mental energy value is closest to the computed∆ETDDFT value
of 2.9 eV, which may indicate that the molecular structure
of the excited triplet state more closely resembles that of
the singlet state before losing its energy in the emission
process. The∆Ead value of 0.8 eV between the singlet ground
state ofppy- and its first excited triplet state is about 3 times
smaller than the corresponding values forppy andppyH+.

Conclusion
Density functional theory methods were used to investigate
the structures and energetics associated with 2-phenylpyri-
dine,ppy, and several of its electronic states. The structure
of ppy has an inter-ring CC bond length of 1.49 Å, and the
aromatic rings are twisted with respect to one another by
∼21°, which is about half the value found for biphenyl. The
extent of twisting is governed by the delicate balance between
π conjugation and repulsive orbital/steric interactions, and
the magnitudes of these interactions were investigated by
examining the torsional energy barriers. For coplanar rings,
the torsional free energy barrier is only 1 kcal/mol, indicating
that any repulsive interaction between the two rings is well-
balanced byπ conjugation. Whereas for perpendicular rings,
the torsional free energy barrier is larger at 5 kcal/mol, most
likely the result of rupturing anyπ-type bonding between
the rings. The aforementioned metric parameters and ener-
getics were computed at the B3LYP/6-311G(2d,2p) level,
whereas the metric parameters and energetics summarized
in the following paragraphs were computed at the B3LYP/
6-311++G(2d,2p) level.

In comparison withppy, the isoelectronic cation,ppyH+,
has a larger twist angle (33°) which is explained by the extra
set of ortho-hydrogen steric interactions. These repulsive
interactions, however, are weak compared toπ conjugation,
as evidenced by the torsional free energy barriers at twist
angles of 0° and 90° being 2 and 4 kcal/mol, respectively.
The isoelectronic anion,ppy-, has an even larger twist angle
of 48°, which is primarily due to the repulsive interaction
between the lone pairs on the pyridine nitrogen and on the
anionic carbon of the phenyl ring. This lone-pair repulsion

is significant enough to yield a torsional barrier of 3 kcal/
mol for coplanar rings and to nearly counterbalanceπ
conjugation as evidenced by a torsional barrier of 1 kcal/
mol for perpendicular rings. Whenppy- is used as an
organometallic ligand, the lone-pair repulsion is obviously
of no consequence because these electrons are now involved
in bonding with the metal and do not interfere with
coplanarization of the rings. As expected, the proton affinity
(230 kcal/mol) and deprotonation energy (398 kcal/mol) of
ppy are very similar to the experimental values for pyridine
and benzene, respectively.

Every one of the investigated open-shell structuressppy•+,
ppy•-, ppy* , ppyH+* , and ppy-*shas no twist angle
between the aromatic rings. A frontier orbital analysis which
compares each open-shell molecule with its closed-shell
counterpart reveals that theπ-type bonding between the
bridging carbons becomes dominant over any repulsive
orbital and steric interactions, thereby leading to coplanar
rings. The predicted ionization potential (8.2 eV), electron
affinity (0.3 eV), and singlet-triplet energy difference (2.8
eV) of ppy are of high enough quality to present a challenge
for experimental work to reproduce. The energy required to
form the triplet species,ppyH+* , from the ground-state
singlet,ppyH+, is computed to be 2.6 eV, yet experimental
phosphorescence studies have found the lowest triplet energy
to be 2.89 eV, which is closer to the∆ETDDFT value of
2.9 eV. Because UV-vis data are sensitive to molecular
structure, the good agreement between∆ETDDFT and experi-
mental results may indicate that the molecular structure of
the excited triplet state in the experiment more closely
resembles that of the singlet state before losing its energy in
the emission process. The very small singlet-triplet energy
gap forppy- (0.8 eV) indicates an easy transformation to
ppy-* under applied voltage. Whenppy- is used as an
organometallic ligand, the overall planar system of the triplet
species may be connected to the electroluminescent proper-
ties of the organometallic species, but further computational
work is necessary to establish a firm connection.

Supporting Information Available: Optimized co-
ordinates and corresponding total energies for all of the
molecules (26 pages). This information is available free of
charge via the Internet at http://pubs.acs.org.
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Abstract: The bifunctional of the nonadditive kinetic energy in the reference system of

noninteracting electrons (Ts
nad[FA, FB] ) Ts[FA + FB] - Ts[FA] - Ts[FB]) is the key quantity in

orbital-free embedding calculations because they hinge on approximations to Ts
nad[FA,FB]. Since

Ts
nad[FA,FB] is not linear in FA, the associated potential (functional derivative) δTs

nad[F,FB]/δF|F)FA(rb)

changes if FA varies. In this work, for two approximations to Ts
nad[FA,FB], which are nonlinear in

FA (gradient-free and gradient-dependent), their linearized versions are constructed, and the

resulting changes (linearization errors) in various properties of embedded systems (orbital

energies, dipole moments, interaction energies, and electron densities) are analyzed. The

considered model embedded systems represent typical nonbonding interactions: van der Waals

contacts, hydrogen bonds, complexes involving charged species, and intermolecular complexes

of the charge-transfer character. For van der Waals and hydrogen bonded complexes, the

linearization of Ts
nad[FA,FB] affects negligibly the calculated properties. Even for complexes, for

which large complexation induced changes of the electron density can be expected, such as

the water molecule in the field of a cation, the linearization errors are about 2 orders of magnitude

smaller than the interaction induced shifts of the corresponding properties. Linearization of

Ts
nad[FA,FB] is shown to be inadequate for the complexes of a strong charge-transfer character.

Compared to gradient-free approximation to Ts
nad[FA,FB], introduction of gradients increases the

linearization error.

Introduction
The key quantity in orbital-free embedding calculations,1 in
which the subsystem of primary interest (subsystem A) is
described at the orbital-level, whereas the environment of
this subsystem is described using only its electron density
(FB), is the bifunctional of the nonadditive kinetic energy

where Ts[F] denotes the kinetic energy in the reference
system of noninteracting electrons as defined in the Levy’s
constrained search.2

The functional derivative ofTs
nad[FA,FB] with respect to

FA is a component of the effective potential in Kohn-Sham-
like one-electron equations1 for embedded orbitals (φi

A),
which are used to construct the embedded electron density
(FA ) 2∑i)1

NA |φi
A|2)

where 2NA is the number of electrons in the embedded
subsystem. The label KSCED stands for Kohn-Sham
Equations with Constrained Electron Density and is used here
to indicate that ({φi

A}) are not the Kohn-Sham orbitals3 and
that the effective multiplicative potential in these equations
is not the corresponding Kohn-Sham effective potential for
neither the whole system nor the isolated subsystem A

* Corresponding author e-mail: tomasz.wesolowski@
chiphy.unige.ch.

Ts
nad[FA,FB] ) Ts[FA + FB] - Ts[FA] - Ts[FB] (1)

[- 1
2
∇2 + Veff

KSCED[FA,FB; rb]]φA
i ) ε

A
iφ

A
i i ) 1, NA (2)
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(VKS[FA;rb]). All formulas are given in atomic units for the
closed-shell case in this work. These units are also used in
the discussion of numerical results except for dipole moments
(in Debye, 1 D) 0.39343 e‚Bohr) and orbital energies (in
eV, 1 eV ) 0.00367493 Hartree).

The effective potential in eq 2 has the following form

where the part representing the environment reads

Various computational studies based on eq 2 have been
reported recently.4-11 The functional derivative of
Ts

nad[FA,FB] is also used in the Cortona’s formulation of
density functional theory (DFT)12 as well as in the wave
function-in-DFT embedding approach by Carter, Wang, and
collaborators.13

In the context of embedding, it is worthwhile to underline
the qualitative difference between the electrostatic compo-
nents (the first two terms) and the last three terms of the
embedding potential in eq 4. The electrostatic components
correspond to functionals which are linear inFA. (The
functionalF[f] is linear if F[Rp + âq] ) RF[p] + âF[q].)
The terms depending on exchange-correlation- and kinetic
energies, however, correspond to functionals which are not
linear in FA. For a recent discussion of deviation from
linearity of the exact functionalT[F], which lies at the origin
of nonlinearity of Ts

nad[FA,FB], see refs14 and 15 for in-
stance. The common approximations toT[F] also lead to such
an analytic expression forTs

nad[FA,FB], which is nonlinear in
FA. For instance, the regular gradient expansion truncated
to zeroth order (Thomas-Fermi functional,16,17 known also
as the local density approximation (LDA)), leads to the
following expression

which is obviously nonlinear inFA. Similarly, using the
generalized gradient approximation (GGA) toTs[F]

wheres ) |∇F|/(2FkF) with kF ) (3π2F)1/3, andF(s) is an
analytic function ofs which might originate from various
types of considerations, leads to an analytic expression for
Ts

nad[FA,FB] which is also nonlinear inFA:

As a result, in any practical calculations the associated
effective potential (δTs

nad[FA,FB]/δFA) changes, ifFA varies.

From the practical point of view, it would be desirable to
replace theFA-dependent potential by a quantity which is
not FA-dependent. Such a simplification would make it
possible to avoid updating the relevant component of the
embedding potential during the self-consistent cycle and/or
in cases where the geometry of the embedded subsystem
changes. Neglecting such changes has been recognized in
ref 13 as a possible additional approximation to the embed-
ding potential of the eq 4 form.

Linearizing Ts
nad[FA,FB] in FA around some reference

(FA
0) provides a way to eliminate the dependency of

δTs
nad[F,FB]/δF|F)FA (rb) on FA:

FA
0 can be chosen to be the electron density of the isolated

subsystem A.
The potential corresponding to the linearizedTs

nad[FA,FB]
reads

The approximation of eq 8 applied in eq 2 affects
obviously the embedded orbitals. As a consequence, molec-
ular properties are affected by this approximation. For any
observable, the difference between the results obtained from
the linearized and nonlinearized versions of eq 2 are referred
to aslinearization error(LE) in this work. The approxima-
tion of eq 8 is referred to aslinearization approximation.
FA

0 and FB are chosen as the Kohn-Sham ground-state
electron densities of the isolated subsystems A and B. The
local density approximation18-20 to the exchange-correlation
energy functional (Exc[F]) is used in all calculations.

The set of model embedded subsystems considered here
(see Table 1) comprises molecules involved in common
nonbonding interactions occurring in soft-condensed mat-
ter: van der Waals contacts, hydrogen bonded complexes,
complexes involving charged species, and a representative
intermolecular complex of a charge-transfer character.21 They
form a series, in which formation of the complex involves
electron density deformation of increasing magnitude. In
particular, the electron density deformation in the NH3-ClF
complex is known to be strong.21 The adequacy of the
linearization approximation, in which the electron density
of the isolated molecule is used asFA

0 in eq 11, can be
expected to decrease along this series. Note that homomo-
lecular dimers occur twice in the tables because the two
monomers are not equivalent.

The linearization errorsof the following complexation
induced properties: energies of interactions between the
subsystems, dipole moments, orbital energies, and deforma-
tions of electron density are analyzed.

Unless specified, the discussed results are obtained using
the aug-cc-pVTZ22,23 basis set for all elements except for
lithium (cc-pVTZ24,23). The atomic basis sets are centered
on all atoms in the whole investigated complex including

Ts
nad[FA,FB] ≈

Ts
nad[FA

0,FB] + ∫ δTs
nad[F,FB]

δF |
F)FA

0
( rb)(FA - FA

0)drb. (7)

δTs
nad[F,FB]

δF |
F)FA

( rb) ≈ δTs
nad[F,FB]

δF |
F)FA

0
( rb) (8)

Veff
KSCED[FA,FB; rb] ) Veff

KS[FA; rb] + Veff
emb[FA,FB; rb], (3)

Veff
emb[FA,FB; rb] ) ∑

iB

Nnuc
B

-
ZiB

| rb -RBiB
|

+ ∫ FB( rb′)

| rb′ - rb|
drb′ +

δExc[F]

δF
|

F)FA+FB

-
δExc[F]

δF
|

F)FA

+
δTs

nad[F,FB]

δF
|

F)FA

(4)

T̃s
nad(LDA)[FA,FB] )

(3/10)(3π2)2/3∫((FA + FB)5/3 - FA
5/3 - FB

5/3)drb (5)

Ts
GGA[F] ) (3/10)(3π2)2/3∫F5/3( rb)F(s( rb))drb

T̃s
nad(GGA)[FA,FB] ) (3/10)(3π2)2/3∫((FA + FB)5/3F(sAB) -

FA
5/3F(sA) - FB

5/3F(sB))drb (6)
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the embedded subsystem and its environment (KSCED(s)
calculations according to the nomenclature of ref 25) for
equilibrium geometries of each dimer.26 In a dedicated
section concerning the role of the size of the atomic basis
sets on the evaluated errors the following series of basis sets
is used: aug-cc-pVDZ, aug-cc-pVTZ, aug-cc-pVQZ, and
aug-cc-pV5Z.22,23Additionally, errors due to linearization of
Ts

nad[FA,FB] in FA have been analyzed for exchange-correla-
tion energy functional of the GGA type (Perdew and
Wang27,28). All the calculations are performed on the
“(99,590)p” pruned grid using 10-9 self-consistent cycle
convergence criterion and the GEN-A4* auxiliary basis set.29

Two levels of approximation toTs
nad[FA,FB] and the

associated functional derivative are considered: (a) local
density approximationT̃s

nad(LDA)[FA,FB]1, defined in eq 8,
and (b) T̃s

nad(GGA97)[FA,FB]25, defined in eq 9, in which the
function F(s) has the Lembarki-Chermette (LC94) form30

Tildas used above indicate that the considered functionals
are not exact.

The GGA97 approximation toTs
nad[FA,FB] is considered

here in addition toT̃s
nad(LDA)[FA,FB] because of its use in

most of our own studies applying eq 2 for embedded
subsystems whereFA and FB do not overlap strongly. The
GGA97 choice is motivated by the fact that the associated
functional derivative was shown to be the most accurate
among several gradient-dependent approximations25,31in the
case of small overlaps betweenFA andFB.

Results and Discussions
Orbital Energies. Table 1 collects the linearization errors
in the energies of the highest occupied (HOEO) and

lowest unoccupied embedded orbitals (LUEO) in the
T̃s

nad(GGA97)[FA,FB] case. For molecules involved in van der
Waals complexes or hydrogen bonds, LE in orbital energies
is so small (meV range) that it can be neglected in almost
any discussion of chemical relevance. Typically, LEs are 2
orders of magnitude smaller than the complexation induced
shifts of orbital energies. The complexation induced shift of
the orbital energy for the subsystem A (∆εA) is defined as
the difference between the energies of the corresponding
orbitals in the embedded- and free subsystem A (∆εA ) εA

- εA0). For H2O in Li+-H2O, numerical values of LE are
significantly larger (0.1 eV range); they are, however, still
about 2 orders of magnitude smaller than the total complex-
ation induced shifts of this property. Such small relative
errors in this case might even seem surprising, taking into
account the fact that the cation polarizes strongly the water
molecule in the complex and the adequacy of usingFA

0 in
eq 8 is not evident. LEs amount to less than 10% of the
complexation induced shifts in the orbital energies in this
case. For NH3 in the NH3-ClF complex, however, LE in
the energy of LUEO reaches 0.6 eV which is unacceptable
because this error represents about 50% of the magnitude
of complexation induced shifts of HOEO or LUEO. This
failure of thelinearization approximationof eq 8 could be
expected because the NH3-ClF complex is known for its
charge-transfer character.21

It is worthwhile to notice that LEs in the energies of
unoccupied orbitals are larger than the ones of occupied
orbitals in almost all cases. The fact thatlinearization
approximationaffects more unoccupied orbitals than oc-
cupied ones, indicates that linearizingT̃s

nad[FA,FB] should be
applied with a proper care in such applications of the orbital-
free embedding potential which aim at the energies of the
electronic excitations.32,33

Table 1: Errors in Orbital Energies (δ∆εA) Arising from
the Linearization of T̃s

nad(GGA97)[FA,FB] for the Highest
Occupied Embedded Orbital (HOEO) and the Lowest
Unoccupied Embedded Orbital (LUEO)c

subsystem

A B δ∆εHOEO
A δ∆εLUEO

A ∆εHOEO
A ∆εLUEO

A

Ne Ne 0 -0.1 -10.9 -42.8
CH4 CH4 0.1 1.5 -2.1 -293.8
CH4 CH4 0.1 1.5 -2.1 -293.8
C2H2 C2H2 0.4 2.9 -58.1 -169.9
C2H2 C2H2 0.4 2.9 -58.1 -169.9
H2O H2Oa -1.5 -2.2 508.6 168.4
H2Oa H2O 3.9 1.9 -644.9 -252.9
NH3

a H2O 7.0 1.9 -746.4 -223.0
H2O NH3

a -2.2 -2.8 710.6 134.0
HFa HF 3.6 3.3 -1037.7 -506.6
HF HFa -1.2 -2.1 361.5 141.5
NH3 ClF 183.7 596.0 -1253.7 -1129.2
ClF NH3 -3.2 -19.0 817.1 1207.9
Li+ H2O -0.5 0.6 1449.2 270.4
H2O Li+ 23.3 112.7 -7127.2 -6547.8

a Acceptor of the hydrogen bond. b Geometries of the complexes
taken from refs 26 and 4 for Li+-H2O. c The complexation induced
shifts of HOEO (∆εHOEO

A) and LUEO (∆εLUEO
A) are given for refer-

ence. All values in meV.

FLC94(s) )
1 + 0.093907s arcsinh(76.32s) + (0.26608- 0.0809615e-100s2)s2

1 + 0.093907s arcsinh(76.32s) + 0.57767‚ 10-4s4

Table 2: Errors in Orbital Energies (δ∆εA) Arising from
the Linearization of T̃s

nad(LDA)[FA,FB] for the Highest Occupied
Embedded Orbital (HOEO) and the Lowest Unoccupied
Embedded Orbital (LUEO)c

subsystem

A B δ∆εHOEO
A δ∆εLUEO

A ∆εHOEO
A ∆εLUEO

A

Ne Ne 0 0 -2.9 82.2
CH4 CH4 0 0.7 16.6 -252.0
CH4 CH4 0 0.7 16.6 -252.0
C2H2 C2H2 0.2 1.9 -39.4 -143.7
C2H2 C2H2 0.2 1.9 -39.4 -143.7
H2O H2Oa -2.9 -3.7 551.4 216.4
H2Oa H2O 3.5 1.4 -589.1 -220.0
NH3

a H2O 6.0 1.1 -669.8 -196.6
H2O NH3

a -4.1 -4.2 756.5 174.1
HFa HF 3.8 2.7 -993.4 -468.8
HF HFa -2.4 -4.3 410.2 212.5
NH3 ClF 89.8 173.6 -979.7 -603.7
ClF NH3 -6.3 -25.0 884.3 1333.5
Li+ H2O -1.8 -0.8 1535.4 398.8
H2O Li+ 20.4 82.9 -7077.2 -6568.9

a Acceptor of the hydrogen bond. b Geometries of the complexes
taken from refs 26 and 4 for Li+-H2O. c The complexation induced
shifts of HOEO (∆εHOEO

A) and LUEO (∆εLUEO
A) are given for refer-

ence. All values in meV.
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Usually, LEs in orbital energies are smaller for
T̃s

nad(LDA)[FA,FB] than for T̃s
nad(GGA97)[FA,FB] (compare Tables

1 and 2).
Interaction Energies.Once the embedded orbitals ({φi

A})
are obtained from eq 2, the interaction energy between
subsystem A and its environment (subsystem B) reads

whereEKS[FA
0] andEKS[FB] denote the Kohn-Sham energy

functionals for isolated subsystems A and B, whereasENN
AB

is the energy of repulsion between nuclei in the total system,
V[FA + FB] is the functional of the nuclear attraction energy
(total), andJ[FA + FB] is the functional of the electron-
electron Coulomb repulsion (total). Note that in the numerical
evaluation ofEint

A, some components of the energy are not
calculated at all because they cancel each other (for instance
the kinetic energy contributionTs to EKS[FB] cancels the
Ts[FB] term).

Table 3 collects the linearization errors in the energy of
interaction between the embedded subsystem and its envi-
ronment forT̃s

nad(GGA97)[FA,FB] and T̃s
nad(LDA)[FA,FB]. Linear-

ization of T̃s
nad[FA,FB] is very adequate as it affects the

interaction energies by a small amount (range ofµHartrees)
in all cases except for the charge-transfer complex where it
reaches 649µHartree (for the GGA97 functional). As
discussed previously, the charge-transfer case lies outside
of the domain of applicability of thelinearization ap-
proximation. Among other systems, the largest LE occurs
for water interacting with Li+ where it reaches 30µHartree
(again for the GGA97 functional). The GGA97 interaction

energies are larger in absolute values than the LDA ones,
and the effect of linearization ofT̃s

nad(GGA97)[FA,FB] is sys-
tematically slightly larger than it is forT̃s

nad(LDA)[FA,FB].
For practical purposes, it is important that LE in energy

does not vary with the changing geometry. To this end, LEs
were analyzed along the LDA dissociation energy curve for
Li+-H2O. As indicated in previous sections thelinearization
approximationis still applicable for Li+-H2O despite the
strong polarization of water due to the electric field of the
cation. A larger basis set (aug-cc-pVQZ for O and H, and
cc-pVQZ for Li) than the one used in calculations discussed
so far andT̃s

nad(LDA)[FA,FB] were applied. LE remain small in
the whole range of intermolecular distances. At an equilib-
rium intermolecular distance of 1.80 Å, LE in the interaction
energy amounts to 25µHartree, and it does not exceed 80
µHartree even at intermolecular distances as short as 0.7 Å.
LEs are decreasing with increasing intermolecular distance,
which reflects the fact that the exactTs

nad[FA,FB] functional
disappears for nonoverlappingFA and FB, and this asymp-
totic condition is satisfied also byT̃s

nad(LDA)[FA,FB] and
T̃s

nad(GGA97)[FA,FB] considered in this work. Therefore, the
contribution of the kinetic energy terms decreases with
increasing intersystem distance.

Dipole Moments. The linearization errors in dipole
moments are collected in Tables 4 and 5. Except for the
charge-transfer complex, linearization ofT̃s

nad[FA,FB] is very
adequate in all embedded systems. ForT̃s

nad(LDA)[FA,FB],
LEs in dipole moments are small and do not exceed 6% of
the total complexation induced dipole moments. Opposite,
to the previously analyzed observables, the complexation
induced dipole moments depend strongly on the choice of
the approximation forTs

nad[FA,FB].
Complexation Induced Density Deformations.Orbital

energies, interaction energies, and dipole moments are global

Table 3: Relative Errors in the Interaction Energy (δEint
A/

Eint
A in ‰), Arising from the Linearization of

T̃s
nad(GGA97)[FA,FB] and T̃s

nad(LDA)[FA,FB]c

subsystem GGA97 LDA

A B δEint
A/Eint

A Eint
A δEint

A/Eint
A Eint

A

Ne Ne 0 -518 0 -130
CH4 CH4 0 -2524 0 -683
CH4 CH4 0 -2524 -0.01 -683
C2H2 C2H2 -0.01 -4521 -0.01 -2445
C2H2 C2H2 -0.01 -4521 -0.01 -2445
H2O H2Oa -0.04 -11487 -0.11 -6492
H2Oa H2O -0.09 -11620 -0.10 -6012
NH3

a H2O -0.15 -14662 -0.14 -8053
H2O NH3

a -0.05 -14530 -0.15 -8672
HFa HF -0.14 -10142 -0.19 -5112
HF HFa -0.02 -9010 -0.08 -4558
NH3 ClF -28.18 -23024 -122.35 -1423
ClF NH3 -0.25 -19437 -6.42 -1003
Li+ H2O 0 -46752 0 -41423
H2O Li+ -0.41 -72880 -0.31 -65132

a Acceptor of the hydrogen bond. b Geometries of the complexes
taken from refs 26 and 4 for Li+-H2O. c The interaction energies (Eint

A

in µHartree) are given for reference.

Table 4: Errors in the Complexation Induced Dipole
Moments (δ∆µA), Arising from the Linearization of
T̃s

nad(GGA97)[FA,FB]c

subsystem

A B δ∆µx
A δ∆µy

A δ∆µz
A ∆µx

A ∆µy
A ∆µz

A

Ne Ne 0 0 0 0 0 5.0
Ne Ne 0 0 0 0 0 -5.0
CH4 CH4 0 0 -0.3 0 0 30.7
CH4 CH4 0 0 0.3 0 0 -30.7
C2H2 C2H2 0.4 -1.0 0 -122.0 55.1 0
C2H2 C2H2 -0.4 1.0 0 122.0 -55.1 0
H2O H2Oa 2.5 0 -0.2 -209.7 -3.2 41.5
H2Oa H2O 4.3 0 0.2 -258.4 4.7 -64.8
NH3

a H2O 7.9 -0.6 0 -337.1 75.0 0.3
H2O NH3

a 3.7 0.2 0 -289.5 -19.3 -0.1
HFa HF -4.0 -0.3 0 276.0 58.9 0
HF HFa -1.3 0.1 0 101.9 -37.0 0
NH3 ClF 0 0 287.6 0 0 -983.1
ClF NH3 0 0 12.4 0 0 -675.1
Li+ H2O 0 0 0 0 0 -13.1
H2O Li+ 0 0 32.5 0 0 -1657.0

a Acceptor of the hydrogen bond. b Geometries of the complexes
taken from refs 26 and 4 for Li+-H2O. c The total complexation
induced dipole moments (∆µA) are given for reference. All values in
mDebye.

Eint
A ) Es[{φi

A},FB] - EKS[FA
0] - EKS[FB]

) V[FA + FB] + J[FA + FB] + Exc[FA + FB]

+ Ts
nad[FA,FB] + 2∑

i)1

NA 〈φi
A|- 1

2
∇2|φi

A〉 + Ts[FB]

+ ENN
AB - EKS[FA

0] - EKS[FB] (9)
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quantities for the embedded system. Any change in the
effective potential such as linearization ofTs

nad[FA,FB] might
affect them less than local quantities such as electron density
perturbation:∆FA ) FA - FA

0. Analyses made in previous
sections indicate that Li+-H2O is the one among the
analyzed systems, for which LEs are the largest being
sufficiently small that thelinearization approximationis fully
applicable. For this system, large changes of electron density
can be expected due to the polarization of the water molecule
(subsystem A) by the positive charge of the cation. Indeed,
electron density deformation derived from conventional
Kohn-Sham calculations is the largest in the vicinity of the
oxygen atom (see Figure 1). The embedding calculations,
without linearization of T̃s

nad(LDA)[FA,FB] lead to electron
density deformation which follows closely the Kohn-Sham
trends. It indicates thatδT̃s

nad(LDA)[F,FB]/δF|F)FA (rb) is a very
good approximation to the exact potentialδTs

nad[F,FB]/
δF|F)FA(rb). Interestingly, linearization ofT̃s

nad(LDA)[FA,FB](rb)
does not lead to any noticeable effect on complexation
induced density deformations. LE is so small in this case
that it is almost not visible on the figure. In fact, the largest
LEs do not exceed 5× 10-4 eÅ-3, i.e., are between 1 or 2
orders of magnitude smaller than the complexation induced
density deformations.

It is worthwhile to notice that LEs are much smaller than
the errors ofδT̃s

nad(LDA)[F,FB]/δF|F)FA(rb) which are respon-
sible for the deviations from the reference Kohn-Sham data.

Nonlinearity of Ts
nad[GA,GB]: The Effect of Changing

the Basis Sets and Approximations forExc[G]. Increasing
the flexibility of the used basis sets and changing the
approximation for the exchange-correlation energy functional
provides another possibility to detect flaws of thelineariza-
tion approximationof eq 8. Similar analyses as the ones
discussed in the previous sections are made here using a

series of atomic basis sets of increasing completeness starting
from aug-cc-pVDZ until aug-cc-pV5Z. Five representative
embedded systems for which previous calculations indicate
the adequacy of the linearization ofTs

nad(LDA)[FA,FB] are
chosen for this analysis: (i) Ne in the Ne2 dimer, (ii) HF
(donor of the hydrogen bond) in the (HF)2 dimer, (iii) HF
(acceptor of the hydrogen bond) in the (HF)2 dimer, (iv) H2O
(donor of the hydrogen bond) in the (H2O)2 dimer, and (v)
H2O (acceptor of the hydrogen bond) in the (H2O)2 dimer.

LEs in the interaction energy are lower or equal than 1
µHartree for all five systems, using all the basis sets. As far
as LEs in the orbital energies are concerned, they lie well
below the 5 meV threshold. It is worthwhile to note that
such small errors are negligible compared to the variability
of the complexation induced shifts in the orbital energies
calculated using various basis sets.

The negligible variation of LEs of all investigated proper-
ties upon the changes of the basis set results probably from
the fact that embedded orbitals are constructed usingall
atomic centers including the atoms of the environment.
Therefore, even at the aug-cc-pVDZ levelδTs

nad[F,FB]/
δF|F)FA (rb) is adequately represented around atoms of the
environment.

The change of approximation for the exchange-correlation
energy from LDA to GGA does not influence the ob-
served trends concerning the errors due to linearization of
Ts

nad[FA,FB] in FA. For instance, for PW91 approximation
the largest LE of the interaction energy is found for NH3-
ClF and reaches 532µHartree (for the GGA97 functional,
using the aug-cc-pVTZ basis set).

Conclusions
The linearization ofT̃s

nad(LDA)[FA,FB] and T̃s
nad(GGA97)[FA,FB]

using the Kohn-Sham ground-state electron density of the
isolated subsystem A in eq 8 leads to negligible numerical
effects on properties for all (except for the NH3-ClF
complex) studied systems. The largest linearization errors

Table 5: Errors in the Complexation Induced Dipole
Moments (δ∆µA), Arising from the Linearization of
T̃s

nad(LDA)[FA,FB]c

subsystem

A B δ∆µx
A δ∆µy

A δ∆µz
A ∆µx

A ∆µy
A ∆µz

A

Ne Ne 0 0 0 0 0 0.7
Ne Ne 0 0 0 0 0 -0.7
CH4 CH4 0 0 0 0 0 -6.3
CH4 CH4 0 0 0 0 0 6.3
C2H2 C2H2 0.4 -0.6 0 -117.2 10.9 0
C2H2 C2H2 -0.4 0.6 0 117.2 -10.9 0
H2O H2Oa 4.3 0 -0.4 -262.7 -3.3 43.9
H2Oa H2O 3.8 0 0.3 -206.4 4.6 -65.4
NH3

a H2O 6.3 -0.6 0 -264.9 72.3 0.3
H2O NH3

a 6.1 0.4 0 -344.1 -21.6 -0.1
HFa HF -3.9 -0.3 0 238.1 58.1 0.0
HF HFa -2.5 0.2 0 145.9 -38.0 0.1
NH3 ClF 0 0 134.2 0 0 -675.8
ClF NH3 0 0 18.1 0 0 -795.8
Li+ H2O 0 0 0.2 0 0 -19.7
H2O Li+ 0 0 27.9 0 0 -1596.0

a Acceptor of the hydrogen bond. b Geometries of the complexes
taken from refs 26 and 4 for Li+-H2O. c The total complexation
induced dipole moments (∆µA) are given for reference. All values in
mDebye.

Figure 1. Complexation induced deformation of the electron
density of H2O in Li+-H2O calculated using linearized and
nonlinearized T̃snad(LDA)[FA,FB]. The oxygen atom is situated at
z ) 0.0 Å and the lithium at z ) 1.8 Å. The deformation of
the total electron density derived from the LDA Kohn-Sham
calculations is given for reference.
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are 2 orders of magnitude smaller than the complexation
induced shifts in molecular properties in such cases. Among
the analyzed properties, the energies of unoccupied orbitals
are typically the most affected by the linearization of
Ts

nad[FA,FB] in FA. Among these cases where thelineariza-
tion approximationis adequate the largestlinearization error
occurs for the energy of the lowest unoccupied embedded
orbital in the case of the water molecule in the Li+-H2O
complex. Linearization ofT̃s

nad(GGA97)[FA,FB] results in the
change of the orbital energy in the range of 0.1 eV which is
still about 60 times smaller than the whole complexation
induced energy shift of this orbital.

In the NH3-ClF case, even larger deformations of electron
density accompany the formation of the complex. For this
system using the electron densities of isolated monomers to
linearizeTs

nad[FA,FB] was shown not to be adequate.
The linearization inFA leads usually to smaller effects in

the case ofT̃s
nad(LDA)[FA,FB] than T̃s

nad(GGA97)[FA,FB]. Since
neitherT̃s

nad(LDA)[FA,FB] nor T̃s
nad(GGA97)[FA,FB] are exact, this

result indicates that the adequacy of linearization should be
checked if intended to be applied to any new type of
approximation forTs

nad[FA,FB].
Our calculations show that the linearization error does not

vary significantly with changing atomic basis sets within the
aug-cc-pVXZ family and that similar linearization errors are
obtained using the LDA and the GGA (PW91) exchange-
correlation functionals.
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Abstract: The translation- and rotation-free nuclear orbital plus molecular orbital (TRF-NOMO)

theory was developed to determine nonadiabatic nuclear and electronic wave functions. This

study implemented a computational program for the TRF-NOMO method including first-order

rotational terms, which corresponds to rovibronic coupling. Numerical assessments of first-order

TRF-NOMO Hartree-Fock as well as second-order Møller-Plesset perturbation methods were

carried out for several small molecules. The first-order contributions give small corrections in

energy. Thus, we confirm that the approximate zeroth-order treatment is sufficient for eliminating

the rotational contamination.

1. Introduction
Born-Oppenheimer (BO) approximation,1 which divides
nuclear and electronic motions, is a fundamental concept of
modern molecular theory. Although BO treatment is suitable
for accurately describing various chemical and physical
phenomena, it cannot take into account coupling between
the nuclear and electronic motions, that is, the non-BO effect.

Adamowicz and co-workers2-5 proposed the non-BO
theory by utilizing the explicit correlated Gaussian (ECG)
basis functions, which involve the internal coordinates among
nuclei and electrons. The ECG approach has been shown to
achieve considerably high accuracy, that is, spectroscopic
accuracy. The problem with this approach is that the com-
plexity of the explicit formula increases with an increase of
the number (N) of identical particles, which requires different
programming codes for differentN values. Furthermore, the
computational cost increases very rapidly (N factorial).

On the other hand, we have developed the nuclear orbital
plus molecular orbital (NOMO) theory,6-12 which determines
nuclear and electronic wave functions simultaneously without
BO approximation. In NOMO theory, total wave function
is constructed by nuclear orbitals (NOs), one-nucleus wave
functions, and molecular orbitals (MOs), one-electron ones.
We have proposed that it is convenient to adopt Gaussian
basis functions with the center on each atomic position in

the appropriate molecular configuration, such as equilibrium
and optimized ones.6-12 The use of Gaussian basis functions
has been accepted by other groups13-28 probably because it
is consistent with conventional MO theory within BO
approximation. While Gaussian basis functions can describe
a vibrational state accurately, translational and rotational
states are not adequately reproduced because their motions
are limited in some local regions represented by the functions.
Thus, we have presented translation-free (TF)- and transla-
tion- and rotation-free (TRF)-NOMO theories and clarified
the importance of eliminating translational and rotational
contaminations in obtaining accurate results in NOMO and
similar approaches.7,10-12

Sutcliffe has pointed out that it is possible to rigorously
construct a TF-NOMO Hamiltonian, but it is impossible to
rigorously construct a TRF-NOMO Hamiltonian for general
systems.29 This distinction arises because translations are
separable from rotations and vibrations, but rotations and
vibrations are coupled for general systems. The essential
problems Sutcliffe points out undoubtedly exist, and the TRF
treatment for nonrigid rotator systems cannot rigorously suc-
ceed in general cases, nor can it do so in the NOMO theory.
We have focused on the locality of the Gaussian functions,
of which the orbital centers can approximately define the
rigid-body rotator. It is possible to define center-of-mass
(COM), angular, and internal coordinates uniquely for the
rigid-body rotator, while it is impossible for the general case
where rotational and vibrational motions couple. Thus, the

* Corresponding author fax:+81-3-3205-2504; e-mail: nakai@
waseda.jp.
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rotational operator has been expanded in a Taylor series with
respect to the displacement∆x based on the rigid-body rota-
tor. As a result, the nuclear wave function represented by
Gaussian basis functions can be separated into zeroth-order
rigid-body rotation and higher-order coupling. TRF-NOMO
theory adopts this unique definition of the COM, angular,
and internal coordinates for the zeroth-order rotator.10

In a previous study, however, we implemented a program-
ming code for the TRF-NOMO method corresponding only
to the zeroth-order terms of the rotational Hamiltonian and
numerically tested their contributions. Therefore, the assess-
ment of the higher-order contribution is of great importance
for investigating the reliability of the zeroth-order treatment
and, furthermore, the validity of the TRF-NOMO formalism
itself, on the basis of the Taylor expansion of the rotational
operator.

The purpose of the present study is to implement the com-
putational program for the TRF-NOMO method involving
the first-order rotational terms, which are much more compli-
cated than the zeroth-order terms, and the numerical assess-
ment of their contribution. The organization of this paper is
as follows. First, section 2 describes the theoretical aspects
of the first-order TRF-NOMO method. Section 3 indicates
the implementation of this method. In section 4, we present
the numerical assessments of the present treatment. Conclud-
ing remarks are summarized in section 5. Furthermore, the
second-order Møller-Plesset (MP2) treatment for the first-
order TRF-NOMO method is described in the Appendix.

2. Theory
In this section, we summarize TRF-NOMO/Hartree-Fock
(HF) theory,10 which determines electronic and nuclear wave
functions simultaneously while eliminating translational and
rotational motions. The total Hamiltonian adopted in the
original NOMO theory contaminates translational and rota-
tional motions. Thus, the Hamiltonian is called the transla-
tion- and rotation-contaminated (TRC) Hamiltonian:

where

Here,T̂e andT̂n are electronic and nuclear kinetic operators,
respectively. Two-particle operators consist of e-e (V̂ee), e-n
(V̂en), and n-n (V̂nn) interactions. While the summation ofp

andq in eqs 2, 4, and 5 runs over electrons, that ofP andQ
in eqs 3, 5, and 6 runs over nuclei.

We proposed a scheme to eliminate the contribution of
translational motion from the TRC Hamiltonian.7 By sub-
tracting the translational HamiltonianT̂T from ĤTRC, the TF
Hamiltonian is given by

where

Here,M is the total mass of all particles. The summation
runs over all particles.

We have further proposed a scheme to eliminate the effect
of translational and rotational motions from the NOMO
calculation.10 The TRF Hamiltonian is given by subtracting
the rotational HamiltonianT̂R from ĤTF as follows:

where

Here, IR is the principle moment of inertia, which is not a
constant but a function (or an operator) due to coupling with
the vibration.

NOMO theory adopts Gaussian basis functions, which are
localized around the centers. Then, the position of theµth
particlexµ ) (xµ, yµ, zµ) is described by the centerxµ

0 ) (xµ
0,

yµ
0, zµ

0) and the displacement∆xµ as follows:

Because of the locality of the Gaussian function, it is
possible to define a quasi-COM coordinatexG

0 by

The coordinatexµ
0 is translated to a new coordinatex̃µ

0,
whose origin agrees with the COMxG

0 :

Because x̃µ
0 is a constant, the atoms located on{xµ

0}
compose a rigid-body rotator, of which the tensor of inertia
is defined by

ĤTRC ) T̂e + T̂n + V̂ee+ V̂en + V̂nn (1)

T̂e ) - ∑
p

1

2
∇(xp)

2 ≡ ∑
p

t̂e(xp) (2)

T̂n ) - ∑
P

1

2mP

∇(xP)2 ≡ ∑
P

t̂n(xP) (3)

V̂ee) ∑
p<q

1

rpq

(4)

V̂en ) - ∑
p,P

ZP

rpP

(5)

V̂nn ) ∑
P<Q

ZPZQ

rPQ

(6)

ĤTF ) ĤTRC - T̂T (7)

T̂T ) -
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By diagonalizing the tensor, the principal moments of inertia
and the transformed coordinates are determined as follows:

whereU is a unitary transform matrix with three dimensions.
The general coordinater µ of the µth particle, which cannot
be treated as a rigid-body rotator, is rewritten byrµ

0 ) (rxµ

0 ,
ryµ

0 , rzµ

0 ) and the displacement∆r µ ) (∆rxµ, ∆ryµ, ∆rzµ):

As a result, the rotational term can be uniquely defined using
the coordinates{r µ}.

Furthermore, the rotational operator is expanded in a
Taylor series with respect to∆r µ as follows:

wherex components ofIR
0, ∆ÎR,µ, L̂R,µ

0 , and∆L̂R,µ are

In eq 18, the second- and higher-order terms are collected
in the last termO(∆r2). The HF equations for NOs and MOs
in the TRF-NOMO formalism with first-order rovibrational
coupling are easily derived by applying the variational
procedure. The HF equations are similar to the TRC-, TF-,
and the zeroth-order TRF-NOMO ones. However, the
present first-order TRF-NOMO method involves additional
terms, some of which require three-body integrals.

To differentiate between the zeroth- and first-order TRF-
NOMO methods, we adopt the abbreviations TR0F and TR1F,
respectively.

3. Implementation
We have implemented a computational program30 for the
first-order TRF-NOMO/HF method by modifying the
GAMESS program package.31 For simplicity, we have
concentrated here on nuclear contributions of translational
and rotational motions, which should be the main parts in
those motions. Thus, the translational Hamiltonian is ap-
proximated as follows:

where Mn is the total mass of all nuclei. The rotational
Hamiltonian is also approximated as follows:

where IR
n,0 is the principal moment of inertia for the rigid-

body rotator, which consists of all nuclei. Because three-
body integrals due to first-order rotational operators can be
constructed by direct products of one-body integrals, for
example, the integral of the three-body term in eq 20 is given
by

Here,I, J, andK represent nuclear occupied orbitals; we first
evaluate and save the one-body integrals into memory and
then use them reading from the memory. The approximation
in eqs 25-27 corresponds to neglecting coupling between
electronic motion and translation or rotation. It is noted,
however, that the TRF-NOMO method using eqs 25-27
still involves vibronic coupling, that is, a nonadiabatic
effect.

The present program is capable of performing different
kinds of NOMO/HF calculations: TRC-, TF-, TR0F-, and
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0 0
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∆Î x,µ ) mµ(ryµ

0 ∆ryµ
+ rzµ

0 ∆rzµ
) (22)

L̂x,µ
0 ) -i(ryµ

0 ∂

∂rzµ

- rzµ

0 ∂

∂ryµ
) (23)

∆L̂x,µ ) - i(∆ryµ

∂

∂rzµ

- ∆rzµ

∂

∂ryµ
) (24)

T̂T(x) ≈ T̂T
n(x) ) -

1

2Mn
∑
P

nuc

∇(xP)2 -
1

Mn
∑
P<Q

nuc

∇(xP) ∇(xQ)

(25)

T̂R0
≈ T̂R0

n ) ∑
R

x,y,z(∑P

nuc 1

2IR
n,0

L̂RP
0 2 + ∑

P<Q

nuc 1

IR
n,0

L̂R,P
0 L̂R,Q

0 ) (26)

T̂R1
≈ T̂R1

n ) ∑
P

nuc

∑
R

x,y,z 1

2IR
n,0(L̂R,P

0 ∆L̂R,P + ∆L̂R,PL̂R,P
0 -

2

IR
n,0
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∆ÎR,PL̂R,Q
0 L̂R,R

0 (27)

- ∑
I*J,I*K

J<K

∑
R

x,y,z 2

IR
02
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TR1F-NOMO/HF using the following energy expecta-
tions:

Furthermore, translational (Etrans), zeroth-order rotational
(Erot0), first-order rotational (Erot1), and vibrational (Evib)
energy components are estimated as follows:

Because the rest of the nuclear motion corresponds to
vibration, the vibrational energy is evaluated by

The electronic energy including nuclear repulsion is given
by

4. Numerical Assessment
Numerical assessment on the effect of the first-order
rotational terms in the TRF-NOMO treatment was per-

formed for small molecules: H2, D2, T2, Li2, B2, N2, F2, H3
+,

BH3, CH4, and C2H4. We have carried out HF calculations
for the TRC-, TF-, TR0F-, and TR1F-NOMO methods.
Primitive functions, of which exponents correspond to
correlation-consistent polarization plus valence triple-ú (cc-
pVTZ) bases of Dunning,32 were adopted as electronic basis
functions (EBFs): (5s2p1d), (11s5p2d1f), and (10s5p2d1f)
functions for{H, D, T}, Li, and{B, C, N, F}, respectively.
For nuclear basis functions (NBFs), we used (7s7p7d)
primitive Gaussian functions. The exponentsún of the NBFs
are determined by the even-tempered scheme.7,33

Table 1 shows the values ofR andâ of each atom. Orbital
centers of both EBFs and NBFs in H2, D2, and T2 molecules
were settled at the experimental geometries,34 and those of
others are the optimized geometry at the conventional MO/
HF level.

Table 2 summarizes the results of the TRC-, TF-,
TR0F-, and TR1F-NOMO/HF calculations for H2, D2, and
T2 molecules. The total energies decrease in the order of
the TRC-, TF-, and TR0F-NOMO/HF methods. The
energy difference betweenEtot

TRC and Etot
TF, which is repre-

sented by∆ETF, corresponds to the energetic improvement
achieved by eliminating the contamination of the translational
motion. ∆ETF values for H2, D2, and T2 are-21.9,-16.3,
and -13.6 mhartree, respectively. The energy difference
betweenEtot

TF andEtot
TR0F, given by∆ER0F, corresponds to the

elimination of zeroth-order rotational motion, that is, the
rigid-body rotator.∆ER0F values for H2, D2, and T2 are-29.8,
-21.6, and-18.0 mhartree, respectively. Thus, the elimina-

Table 1. Even-Tempered Parameters R and â According to eq 37 from the Hydrogen to Fluorine Atom

atom H D T Li B C N F

R 2.872 5.741 8.597 19.997 313.790 342.018 399.109 541.491
â 3.162 3.162 3.162 3.162 3.162 3.162 3.162 3.162

Table 2. Total (Etot), Translational (Etrans), Zeroth-Order Rotational (Erot0), First-Order Rotational (Erot1), Vibrational (Evib),
and Electronic (Eelec) Energies (in hartree) Calculated by the TRC-, TF-, TR0F-, and TR1F-NOMO/HF Methods

TRC TF ∆ETFa TR0F ∆ER0Fb TR1F ∆ER1Fc

H2 Etot -1.052371 -1.074314 -21.943 -1.104088 -29.774 -1.104069 0.019
Etrans 0.018337 (0.027092) (0.191744) (0.095525)
Erot0 0.011396 0.016916 (0.080830) (0.081221)
Erot1 0.000422 0.000452 -0.000069 (0.000030)
Evib 0.006518 0.009723 0.014310 0.014274
Eelec -1.089044 -1.101406 -1.118329 -1.118343

D2 Etot -1.074233 -1.090522 -16.289 -1.112184 -21.662 -1.112172 0.012
Etrans 0.013614 (0.020054) (0.068366) (0.068710)
Erot0 0.008534 0.012550 (0.058017) (0.058320)
Erot1 0.000202 0.000208 -0.000042 (0.000018)
Evib 0.004877 0.007295 0.010391 0.010372
Eelec -1.101460 -1.110576 -1.122533 -1.122544

T2 Etot -1.084308 -1.097901 -13.593 -1.115902 -18.001 -1.115893 0.008
Etrans 0.011367 (0.016734) (0.054419) (0.054503)
Erot0 0.007143 0.010518 (0.046134) (0.046203)
Erot1 0.000139 0.000130 -0.000023 (0.000006)
Evib 0.004085 0.006086 0.008308 0.008293
Eelec -1.107043 -1.114635 -1.124187 -1.124187

a ∆ETF ) Etot
TF - Etot

TRC (in mhartree) b ∆ER0F ) Etot
TR0F - Etot

TF (in mhartree) c ∆ER1F ) Etot
TR1F - Etot

TR0F (in mhartree)

Etot
TRC ) 〈Φ0|ĤTRC|Φ0〉 (29)

Etot
TF ) 〈Φ0|ĤTRC - T̂T

n|Φ0〉 (30)

Etot
TR0F ) 〈Φ0|ĤTRC - T̂T

n - T̂R0

n |Φ0〉 (31)

Etot
TR1F ) 〈Φ0|ĤTRC - T̂T

n - T̂R0

n - T̂R1

n |Φ0〉 (32)

Etrans) 〈Φ0|T̂T
n|Φ0〉 (33)

Erot0 ) 〈Φ0|T̂R0

n |Φ0〉 (34)

Erot1 ) 〈Φ0|T̂R1

n |Φ0〉 (35)

Evib ) 〈Φ0|T̂n - T̂T
n - T̂R0

n - T̂R1

n |Φ0〉 (36)

Eelec) 〈Φ0|T̂e + V̂ee+ V̂en + V̂nn|Φ0〉 (37)

ún ) Rân (38)
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tion of these contaminations is of great importance to
improving accuracy.

On the other hand, the energy changes from the TR0F
treatment to the TR1F one are extremely small. Moreover,
they increase slightly.∆ER1F values, which are defined by
the difference betweenEtot

TR0F andEtot
TR1F, for H2, D2, and T2

are less than 0.1 mhartree. Therefore, it is confirmed that
TR0F treatment is a good approximation with chemical
accuracy.

In Table 2, the energy components,Etot, Etrans, Erot0, Erot1,
Evib, and Eelec are also given. In TRC treatment, the
translational and zeroth-order rotational contaminations, that
is, Etrans

TRC and Erot0
TRC, are less than|∆ETF| and |∆ER0F|,

respectively. Similarly,Erot0
TF in the TF treatment is less than

|∆ER0F|. Thus,Etot
TRC - Etrans

TRC andEtot
TF - Erot0

TF are higher than
Etot

TF and Etot
TR0F. This means that the self-consistent-field

(SCF) procedure is important for the adequate removal of
the translational and rotational contaminations.

Evib is related to the zero-point energy (ZPE). Experimental
ZPEs of H2, D2, and T2 are 0.010, 0.007, and 0.006 hartree,
respectively. WhileEvib

TRC of H2 is about 0.003 hartree
smaller than the experimental value,Evib

TR0F and Evib
TR1F are

about 0.004 hartree larger.Evib
TF is comparatively close to the

experimental value. Similar trends are seen for D2 and T2.
However, this does not mean that TF treatment is the most
suitable for evaluating ZPEs. The agreement brought about
by TF treatment may be due to cancellation between the
effect of the rotational elimination and the many-body effect,
that is, e-n, n-n, and e-e correlations. A related discussion
is mentioned in the Appendix.

Table 3 shows the results of the TRC-, TF-, TR0F-,
and TR1F-NOMO/HF calculations for Li2, B2, N2, F2, H3

+,
BH3, CH4,34 and C2H4 molecules. As in the cases of H2, D2,
and T2, the total energies decrease considerably in the order
of TRC-, TF-, and TR0F-NOMO/HF for all molecules.
On the other hand, the energy changes from the TR0F
treatment to the TR1F one are considerably smaller. While
∆ER1F values, corresponding to the first-order rovibration
coupling of the diatomic molecules, are on the order of
microhartrees,∆ER1F values of the polyatomic molecules are
from tens to hundreds of microhartrees. The maximum ratio
|∆ER1F/∆ER0F| is 0.742% for CH4. This indicates that the
contribution of first-order rovibration coupling is significantly
smaller than zeroth-order rotational contamination. Further-
more, it shows the validity of the TRF-NOMO formalism,
based on the Taylor expansion of the rotational operator.

5. Conclusions
In the present study, we have implemented the computational
code for the TR1F-NOMO/HF method. Numerical assess-
ments of the TRC-, TF-, TR0F-, and TR1F-NOMO/HF
methods, which were performed for 11 small molecules, have
clarified the importance of the elimination of translational
and rotational contaminations. The results demonstrated that
the zeroth-order rigid-body term for rotational motion makes
the main contribution, and the first-order rovibrational
coupling term is significantly smaller in energy. In other
words, it is true that the rovibrational coupling exists in the
TR0F and TR1F Hamiltonian, although the effect is shown
to be negligibly small in the present assessment. For rigid
molecules, we confirm that the approximate zeroth-order
treatment is sufficient for eliminating rotational contamina-
tion and that the Taylor expansion with respect to displace-
ment∆x for the rotational operator is reasonable to achieve
chemical accuracy (millihartrees) in NOMO calculations. In
the case of estimating the nonadiabatic effect, which often
requires spectroscopic accuracy (microhartrees), it might be
necessary to take into account the first- and higher-order
rovibrational coupling. Furthermore, the estimation of the
first- and higher-order rovibrational coupling contribution
in nonrigid molecules or the excited state is an interesting
subject and will be examined in the near future.

Acknowledgment. Some of the calculations were
performed at the Research Center for Computational Science
(RCCS) of the Okazaki National Research Institutes. This
study was partially supported by a Grant-in-Aid for Explor-
atory Research “KAKENHI 16655010” from the Japanese
Ministry of Education, Culture, Sports, Science and Technol-
ogy (MEXT), by a NAREGI Nano-Science Project of
MEXT, by the 21st-Century Center Of Excellence (21COE)
“Practical Nano-Chemistry” from MEXT, and the “Develop-
ment of High-Performance Computational Environment for
Quantum Chemical Calculation and Its Assessment” from
the Advanced Research Institute for Science and Engineering
(RISE), Waseda University.

Appendix: TRF -NOMO/MP2 Theory
We have formulated TRF-NOMO/HF and MP2 methods
in our previous work.10,12 However, numerical assessments
of TRF-NOMO/HF and MP2 methods were limited to
zeroth-order rotational terms. The main body in this paper
shows the implementation of the TR1F-NOMO/HF calcula-

Table 3. Total Energies (in hartree) of Several Small Molecules Calculated by the TRC-, TF-, TR0F-, and TR1F-NOMO/
HF Methods

TRC TF ∆ETFa TR0F ∆ER0Fb TR1F ∆ER1Fc

Li2 -14.553448 -14.643200 -89.753 -14.763556 -120.356 -14.763556 0.000
B2 -48.170671 -48.382923 -212.252 -48.671256 -288.333 -48.671258 -0.003
N2 -107.637234 -108.020683 -383.449 -108.541786 -521.104 -108.541786 0.000
F2 -196.803609 -197.361041 -557.432 -198.087631 -726.590 -198.087631 0.000
H3

+ -1.192826 -1.210845 -18.019 -1.239881 -29.036 -1.239819 0.061
BH3 -25.898990 -26.099861 -200.871 -26.123998 -24.138 -26.124007 -0.008
CH4 -39.518843 -39.779765 -260.922 -39.801179 -21.414 -39.801338 -0.159
C2H4 -76.842228 -77.093110 -250.882 -77.260050 -166.940 -77.259630 0.421
a ∆ETF ) Etot

TF - Etot
TRC (in mhartree) b ∆ER0F ) Etot

TR0F - Etot
TF (in mhartree) c ∆ER1F ) Etot

TR1F - Etot
TR0F (in mhartree)
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tion and the numerical assessments. We examine the
contribution of the first-order rotational term to the TR1F-
NOMO/MP2 calculation.

Table 4 shows the energy components,Etot, Etrans, Erot0,
Erot1, Evib, and Eelec, of H2, D2, and T2 calculated by the
TRC-, TF-, TR0F-, and TR1F-NOMO/MP2 methods.
The electronic and nuclear basis functions are the same as
the NOMO/HF calculations presented in section 3. For the
energy components, similar trends to those in Table 2 were
seen in Table 4. All∆ER1F values in Table 4 are on the order
of 0.1 mhartree. In Table 2,Evib

TF at the HF level is close
to the experimental ZPE rather thanEvib

TRC, Evib
TR0F, and

Evib
TR1F. However, the inclusion of a many-body effect

decreasesEvib
TF, Evib

TR0F, and Evib
TR1F. As a result, the dis-

crepancy ofEvib
TF from the experimental ZPE increases with

the MP2 treatment, although those ofEvib
TR0F and Evib

TR1F

decrease. Therefore, we think that the agreement brought

about by TF treatment at the HF level is due to cancellation
between the effect of the rotational elimination and the many-
body effect.

Table 5 shows the results of the TRC-, TF-, TR0F-,
and TR1F-NOMO/MP2 calculations for several small
molecules except for H2, D2, and T2. The electronic and
nuclear basis functions are the same as the above calculations.
The correlation energies, which involve the e-e, e-n, and
n-n contributions, are given in parentheses. The many-body
effect becomes more important as the nuclear charges or
numbers of nuclei and electrons increase. The correlation
energies are approximately comparable to the effect of the
elimination of the translational and rotational contaminations.
The total energies decrease considerably in the order of
TRC-, TF-, and TR0F-NOMO/MP2 for all molecules. On
the other hand, the total energy differences between the TR0F
and TR1F treatments are significantly smaller, that is, less

Table 4. Total (Etot), Translational (Etrans), Zeroth-Order Rotational (Erot0), First-Order Rotational (Erot1), Vibrational (Evib),
and Electronic (Eelec) Energies (in hartree) Calculated by the TRC-, TF-, TR0F-, and TR1F-NOMO/MP2 Methods

TRC TF ∆ETFa TR0F ∆ER0Fb TR1F ∆ER1Fc

H2 Etot -1.110118 -1.131626 -21.508 -1.143040 -11.414 -1.143494 -0.454
Etrans 0.018500 (0.033951) (0.194822) (0.098315)
Erot0 0.010485 0.011443 (0.078776) (0.079352)
Erot1 0.000375 0.000416 -0.000092 (0.000602)
Evib 0.007315 0.008372 0.013309 0.013353
Eelec -1.146791 -1.151858 -1.156258 -1.156847

D2 Etot -1.124192 -1.140331 -16.138 -1.149150 -8.820 -1.149418 -0.267
Etrans 0.013718 (0.025071) (0.070578) (0.070842)
Erot0 0.007927 0.008606 (0.057963) (0.056900)
Erot1 0.000180 0.000190 -0.000054 (0.000357)
Evib 0.005402 0.006239 0.009633 0.009659
Eelec -1.151419 -1.155366 -1.158729 -1.159076

T2 Etot -1.130901 -1.144174 -13.273 -1.152012 -7.838 -1.152189 -0.177
Etrans 0.011457 (0.020742) (0.056194) (0.056207)
Erot0 0.006646 0.007375 (0.044988) (0.045094)
Erot1 0.000125 0.000119 -0.000031 (0.000225)
Evib 0.004508 0.005233 0.007687 0.007698
Eelec -1.153635 -1.156900 -1.159668 -1.159887

a ∆ETF ) Etot
TF - Etot

TRC (in mhartree) b ∆ER0F ) Etot
TR0F - Etot

TF (in mhartree) c ∆ER1F ) Etot
TR1F - Etot

TR0F (in mhartree)

Table 5. Total Energies (in hartree) of Several Small Molecules Calculated by the TRC-, TF-, TR0F-, and TR1F-NOMO/
MP2 Methods

TRC TF ∆ETFa TR0F ∆ER0Fb TR1F ∆ER1Fc

Li2 -14.697667
(-144.220)

-14.794092
(-150.892)

-96.425 -14.872552
(-108.996)

-78.460 -14.872556
(-109.000)

-0.004

B2 -48.585915
(-415.244)

-48.796114
(-413.191)

-210.198 -48.972819
(-301.563)

-176.705 -48.972831
(-301.572)

-0.012

N2 -108.412959
(-775.726)

-108.809830
(-789.147)

-396.870 -109.107783
(-565.997)

-297.953 -109.107798
(-566.012)

-0.015

F2 -197.860037
(-1056.428)

-198.462909
(-1101.868)

-602.872 -198.867987
(-780.356)

-405.077 -198.867997
(-780.366)

-0.010

H3
+ -1.261926

(-69.100)
-1.278850

(-68.004)
-16.923 -1.292210

(-52.329)
-13.360 -1.292606

(-52.787)
-0.396

BH3 -26.174954
(-275.965)

-26.337320
(-237.460)

-162.366 -26.363152
(-239.154)

-25.832 -26.363193
(-239.187)

-0.041

CH4 -39.937333
(-418.490)

-40.147101
(-367.335)

-209.767 -40.168661
(-367.482)

-21.560 -40.168842
(-367.504)

-0.181

C2H4 -77.563113
(-720.885)

-77.806160
(-713.050)

-243.047 -77.919316
(-659.266)

-113.156 -77.918563
(-658.934)

0.753

a ∆ETF ) Etot
TF - Etot

TRC (in mhartree) b ∆ER0F ) Etot
TR0F - Etot

TF (in mhartree) c ∆ER1F ) Etot
TR1F - Etot

TR0F (in mhartree)
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than 1 mhartree. This trend is the same as that of the HF
treatment. Therefore, approximate zeroth-order treatment is
sufficient for eliminating the rotational contamination, and
the Taylor expansion with respect to displacement∆x for
the rotational operator is reasonable in the MP2-level
calculation.
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Abstract: The possible reaction mechanism of atomic radical F with propene is investigated

theoretically by a detailed potential energy surface (PES) calculation at the UMP2/6-311++G-

(d,p) and CCSD(T)/cc-pVTZ (single-point) levels using ab initio quantum chemistry methods

and transition-state theory. Various possible reaction paths including addition-isomerization-
elimination reactions and direct H-atom abstraction reactions are considered. Among them, the

most feasible pathway should be the atomic radical F (2F) attacking on the CdC double bond

in propene (CH3CHdCH2) to form a weakly bound complex I1 with no barrier, followed by atomic

radical F addition to the CdC double bond to form the low-lying intermediate isomer 3

barrierlessly. Starting from intermediate isomer 3, the most competitive reaction pathway is the

dissociation of the C2-C3 single bond via transition state TS3-P5, leading to the product P5,

CH3 + CHFdCH2. However, in the direct H-atom abstraction reactions, the atomic radical F
picking up the b-allylic hydrogen of propene barrierlessly is the most feasible pathway from

thermodynamic consideration. The other reaction pathways on the doublet PES are less

competitive because of thermodynamical or kinetic factors. No addition-elimination mechanism

exists on the potential energy surface. Because the intermediates and transition states involved

in the major pathways are all lower than the reactants in energy, the title reaction is expected

to be rapid. Furthermore, on the basis of the analysis of the kinetics of all channels through

which the addition and abstraction reactions proceed, we expect that the competitive power of

reaction channels may vary with experimental conditions for the title reaction. The present study

may be helpful for probing the mechanisms of the title reaction and understanding the halogen

chemistry.

1. Introduction
The reactivity of the fluorine atom is an interesting research
topic because of the complicated nature of the reaction
mechanism involved in these reactions and its importance
in many industrial applications. A variety of reaction
mechanisms are involved in its reaction with different
molecules. The reactions of fluorine atoms with unsaturated
hydrocarbons have been studied, both theoretically and
experimentally.1-16 It was found that this class of reactions

proceeds primarily by the addition of fluorine atoms to the
double bond of the hydrocarbon molecules to form long-
lived chemical-activated radical complexes, which further
decompose unimolecularly to give predominantly hydrogen
atoms or methyl radicals. In contrast, in theF atom reaction
with methane,17-20 the reaction mainly occurs through an
abstraction mechanism to produce a HF molecule and a
methyl radical (CH3) in which the CH3 part is largely a
spectator during the reaction process. Recently, Lee and co-
workers5 carried out the crossed-beam study on the reaction
dynamics of the F atom reaction with the propene molecule
with both single and double bonds, in which reactions occur

* Corresponding author fax: (+86) 431-894-5942; e-mail:
lijilai2008@yahoo.com.
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through both direct abstraction and long-lived complex
formation mechanisms. As shown in eqs 1-3, three different
reaction channels of the F+ C2H3CH3 reaction have been
identified: (1) the H atom formation channel takes place
through some direct reaction mechanism and is likely to be
a long-lived complex formation process; (2) the CH3 forma-
tion process mainly proceeds through a long-lived complex
formation mechanism, and (3) HF formation shows clearly
that a direct pickup-type reaction mechanism is responsible
for this channel. Experimental results show that the CH3

formation is the most important reaction pathway for the title
reaction, while both H and HF formation channels are also
significant.

However, Lee et al.5 did not further provide unambiguous
information on the site-specific effect in the H-atom elimina-
tion channels and the HF formation channels although there
are three chemically different hydrogen sites in the propene
molecule. This information may be important in the site
specificity of the sequential chain processes. To the best of
our knowledge, the nature of different reaction channels in
the atomic radicalF reactions with hydrocarbon molecules
has not been investigated in detail in all previous experi-
ments, and no report is found about the theoretical study on
the title reaction. In addition, recently, Bran˜a and Sordo have
built up the potential energy surfaces (PESs) of the analogous
Cl + propene reaction.21 Now, the sequential question is
whether the mechanism of the title reactionF + propene is
similar to theCl + propene reaction or not.

In view of their potential importance and the rather limited
information on them, a detailedly theoretical study on the
doublet potential energy surfaces (DPESs) of the title
reactions is therefore very desirable. The objective of the
present article is threefold: (1) provide the elaborated
isomerization and dissociation channels on the C3H6F DPESs,
(2) investigate the site-specific effect of the title reactions
to assist further experiment identification, and (3) provide
some useful insight into the mechanism of theF +
hydrocarbons reaction. Some conclusions that are drawn in
this article may be helpful to resolve the question mentioned
above and for further experimental studies of this reaction.

2. Computational Method Details
All of the calculations reported in this work were carried
out on SGI O3800 servers using the Gaussian 98 and 03
program packages.22 Unless otherwise stated, all geometries
of the reactants, complexes, intermediates, transition states
(TSs), and products have been fully optimized with the
unrestricted Møller-Plesset second-order perturbation UMP2-
(FULL)23 method using the 6-311++G(d,p) basis set. The
presence of diffuse functions in the basis set allows for an
appropriate representation of the dispersion forces that should
play an important role in the stabilization of the weakly

bound structures considered in this work.24 Vibrational
frequencies, also calculated at the same level of theory, have
been used to characterize stationary points, zero-point energy
(ZPE) corrections calculations. The number of imaginary
frequencies for intermediates and transition states are 0 and
1, respectively. The ZPE and vibrational frequencies were
scaled by a factor of 0.95 for anharmonicity correction.25

To confirm that the transition states connect between
designated intermediates, intrinsic reaction coordinate (IRC)26

calculations were performed at the UMP2(FULL)/6-311++G-
(d,p) level of theory.

For the purpose of obtaining more reliable energies of
various structures, the coupled-cluster CCSD(T) method with
single, double, and perturbative treatment of triple excita-
tions27 in conjunction with the correlation-consistent polar-
ized valence triple-ú basis sets cc-pVTZ28 was used. The
UMP2(FULL)/6-311++G(d,p) optimized geometries were
used for the single-point coupled cluster calculations without
reoptimization at the CCSD(T)/cc-pVTZ levels.

The major problem in the application of unrestricted
single-determinant reference wave functions is that of
contamination with higher spin states. The severe spin
contamination could lead to a deteriorated estimation of the
barrier height.29,30We have examined the spin contamination
before and after annihilation for the radical species and
transition states involved in the F+ C2H3CH3 reaction. For
doublet systems, the expectation values of〈S2〉 range from
0.98 to 0.75 before annihilation, and after annihilation,〈S2〉
is 0.75∼0.76 (the exact value for a pure doublet is 0.75).
This suggests that the wave function is not severely
contaminated by states of higher multiplicity.31, 32

Recent studies on systems similar to the ones considered
in this article concluded that the use of spin annihilation
techniques to generate spin-projected energies is mandatory
for calculations of both reaction energies and barrier
heights.33 All of the UMP2 energy values reported in this
work correspond to spin-projected calculations (PMP2) to
correct for spin contamination using Schlegel’s algorithm.34

On the other hand, Stanton has shown that all spin contami-
nation is essentially removed from a coupled cluster wave
function.35 Considering that, even with modest spin con-
tamination, the position and height of the barriers may be
affected,36 several points along the reaction path (IRC) were
optimized at the UMP2 level, followed by single-point
calculations at the CCSD(T) level to verify the negative
barriers at the reactant entrance, because the reaction path
should be less sensitive to spin contamination.37 Therefore,
we expect that the CCSD(T) calculations reported in this
work are, in this regard, reliable.

The thermodynamic functions (∆H, ∆S, and ∆G) were
estimated within the ideal gas, rigid-rotor, and harmonic
oscillator approximations. A temperature of 298.15 K and a
pressure of 1 atm were assumed.

3. Results and Discussion
For the present C3H6F system, there are enantiomorphs. For
convenient and clear discussion, we only present moieties
of reaction channels that have enantiomorphic varieties and

F + C2H3CH3 f C3H5F + H (15%) (1)

F + C2H3CH3 f C2H3F + CH3 (65%) (2)

F + C2H3CH3 f C3H5 + HF (19%) (3)
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some important enantiomorphous structures. Six intermediate
complexes (loose structure), six intermediate isomers, 11
products, and 21 transition states are obtained at the UMP2-
(FULL)/6-311++G(d,p) or UMP2(FULL)/6-311G level of
theory. The structures of the reactants, intermediate com-
plexes and isomers, transition states, and products are
depicted in Figure 1. The symbolTSx-y is used to denote a
transition state, wherex andy are the corresponding isomers
or products. By means of the interrelation among the
reactants, complexes, isomers, transition states, and products
as well as the corresponding relative energies, the schematic
profiles of the potential energy surface are depicted as shown
in Figure 2. The schematic map of reaction mechanisms and
activation energies of the title reaction is shown in Scheme
1. The direct H-abstraction manners are shown in Scheme
2. The calculated energetic data (∆E, ∆H, ∆S, and∆G) of
various products, complexes, isomers, and transition states
and values obtained experimentally are listed in Table S1
as Supporting Information. It should be noted that the energy
of F + propene is set at zero as a reference for other species
for convenient discussion. As shown in Table S1, it is clear
that the results calculated at the CCSD(T)/cc-pVTZ//UMP2-
(FULL)/6-311++G(d,p) level of theory are in good agree-
ment with the experimental values. Some apparent incon-
sistencies appearing in Figure 2 and in Table S1 in this work
arise from the use of single-point spin-projected energies34

(see, e.g., in Figure 2a, whereTS1-3 lies 2.27 kcal/mol
belowI1, etc.). We checked that all of the unprojected energy
profiles are topologically consistent. In addition, the harmonic
vibrational frequencies of some important species are given
in Table S2 as Supporting Information. A comparison
between the theoretical results and available experimental
data for the reactant propene, product HF, C2H3F, and C2H4

is also presented in Table S2 (Supporting Information).

3.1. Analysis of Reaction Mechanism of Atomic Radical
F with Propene. As the atomic radicalF• (“•” denotes the
unpaired single electron) can have either a direct abstraction
or an addition mechanism, two distinguishable types of initial
attacks have been revealed for the radical-molecule reaction
F + propene, namely, the picking-up on hydrogen (direct
hydrogen abstraction) and the attack on the CdC double
bond (addition-isomerization-elimination). A detailed dis-
cussion on the title reaction mechanisms as shown in Figure
2 is given as follows.

3.1.A. Addition-Isomerization-Elimination Reaction Mech-
anism.First, the atomic radicalF (2F) and propene (CH3-
CHdCH2) approach each other forming a weakly bound
complex1 (I1). Complex1 contains two C‚‚‚F bonds (see
Figure 1), which stabilize the complex by 9.30 kcal/mol
relative to the reactantR, F + CH3CHdCH2 (0.0 kcal/mol).
It is obvious that this addition process is a barrier-free
association.15,21Then, complex1 can undergo two concerted
three-center F shifts; one of the F shifts is the C1‚‚‚F bond
being shortened and the C2‚‚‚F bond being elongated (TS1-
2) to produce the low-lying intermediate isomer2, CH3-
CHCHF (I2, -42.65), with large exothermicity, while the
other is the C1‚‚‚F bond being elongated and the C2‚‚‚F bond
being shortened, leading to another low-lying intermediate
isomer3, CH3CFCH2 (I3, -43.96), with larger exothermic-

ity. The I1 f I2 andI1 f I3 energy barriers are negative,
-2.11 and-2.27 kcal/mol, respectively, at the CCSD(T)/
cc-pVTZ//UMP2/6-311++G(d,p) level of theory. IRCMax-
(CCSD(T)//UMP2)37 calculations confirmed these connec-
tions, in whichTS1-3 and TS1-2 lie -1.13 and-1.28
kcal/mol lower in energy than I1, respectively. As was
indicated earlier, most radical additions to the unsaturated
carbon-carbon double bond have negative activation bar-
riers.15,21Thus, the presence ofI1 on the PES is mandatory,
for the topological consistency of the PES of the title
reaction. To our knowledge, it is the first time that the
existence of a prereactive complex in the title reactions has
been reported.

The overall processesR f I1 f I2 andR f I1 f I3 are
both associated with the addition of the atomic radicalF to
the CdC double bond of CH3CHdCH2. They are typical
F-addition mechanisms due to the electron-rich double bond
in propene and the strong electronegativity of the F atom.
As shown in Figure 1, the structural features of the addition
transition statesTS1-2 andTS1-3 are more similar to those
of complex1 than those of isomers2 and3, respectively. It
is consistent with the Hammond postulate, which states that
a transition state will be structurally and energetically similar
to the species (reactant, intermediate, or product) nearest to
it on the reaction path. This is also in good agreement with
the conclusion obtained by Yang and Zhang,15 who have
employed the molecular intrinsic characteristic contour and
the electron density map methods.

With a large amount of heat released from the addition
processes, isomers2 and 3 can easily undergo 10 isomer-
ization and dissociation pathways that can be expressed as
follows:

In terms of small species in products, the title reaction
has three different channels in the addition-isomerization-
elimination reaction mechanism, that is, (I) the CH3 radical
formation channels, paths 1-3; (II) the H-atom formation
channels, paths 4-9; and (III) the CH2F radical formation
channels, that is, path 10.

Path1 RP5:R 2F + CH3CHdCH2 f I1 CH3H

(C‚‚‚F‚‚‚C)ringH2 f I3 CH3CHFCH2 f P5CH3 +
CHFdCH2

Path2 RP5:R f I1 f I2 CH3CHCH2F f

I6 cis-CH3CH2CHF f P5

Path3 RP5:R f I1 f I2 f I5 trans-CH3CH2CHF f P5

Path4 RP7:R f I1 f I3 f P7H + CH3CFdCH2

Path5 RP7:R f I1 f I3 f I7 CH3CFCH3 f P7

Path6 RP8:R f I1 f I2 f P8H + cis-CH3CHdCHF

Path7 RP9:R f I1 f I2 f P9H + trans-CH3CHdCHF

Path8 RP10:R f I1 f I2 f P10H + cis-CH2dCHCH2F

Path9 RP11:R f I1 f I2 f P11H +
trans-CH2dCHCH2F

Path10 RP6:R f I1 f I2 f I4 f P6CH2F + CH2dCH2

A Barrier-Free Atomic Radical-Molecule Reaction J. Chem. Theory Comput., Vol. 2, No. 6, 20061553
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3.1.A.I. The CH3 Radical Formation Channel. Clearly,
from complex1, CH3H(C‚‚‚F‚‚‚C)ringH2 (-9.30), the pathway
Path1 RP5 can reach the productsP5, CH3 + CHFdCH2,
easily by going through transition stateTS1-3 (-10.58),
intermediate isomerI3, CH3CHFCH2 (-43.96), andTS3-
P5 (-10.45). As shown in Figure 1, the geometry of
transition stateTS3-P5calculated at the UMP2/6-311++G-
(d,p) level is found to have an elongated C2‚‚‚C3 bond length

(rC2-C3 ) 2.208 Å). Most importantly, this geometry is
indicative of a “late” transition state, corresponding to a C-C
distance significantly longer than the equilibrium bond length
(1.510 Å in propene). Because all of the energies of the
transition states and isomers in pathway Path1 RP5 are lower
than that of the reactants, the rate of this pathway should be
very fast. Furthermore, because the pathway Path1 RP5 has
no transition state in the first reaction step and tight structure

Figure 1. Optimized geometries of the reactants, the complexes, the doublet intermediate isomers, the products, and the transition
states for the F + propene reaction. Bond distances are in angstroms, and angles are in degrees. Numbers in roman type show
the structures at the UMP2/6-311++G(d,p) level of theory. Numbers in italics show the structures at the UMP2/6-311G level of
theory. Numbers in bold show the structures at the Max{CCSD(T)}//IRC{UMP2} + ZPE level of theory. Numbers in parentheses
are the experimental values (ref 38 for HF, ref 39 for CH2dCHF). Symbols with asterisks indicate enantiomorphic varieties
corresponding to the same symbols.
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Figure 2. (a) Schematic potential energy surfaces of the addition-isomerization-elimination channels in the F + propene
reaction. (b) Schematic potential energy surfaces of the hydrogen abstraction channels in the F + propene reaction. Numbers
in roman type are relative energies at the CCSD(T)/cc-pVTZ//UMP2/6-311++G(d,p) + ZPE level of theory. Numbers in bold
are relative Gibbs energies at the CCSD(T)/cc-pVTZ//UMP2/6-311++G(d,p) + ZPE level of theory. Numbers in parentheses
are values at the CCSD(T)/cc-pVTZ//UMP2/6-311G + ZPE level of theory. Numbers in square brackets are values at the Max-
{CCSD(T)}//IRC{UMP2} + ZPE level of theory.
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isomers and transition states to the products, this pathway
should possess the character of negative temperature depen-
dence.

In pathway Path2 RP5, a successive 1,2-H-shift and
dissociation stepsI2 f I6 f P5 can lead to productP5. It
is an H-shift-methyl-elimination mechanism. Because the
rate-determining energy barrier (44.79) of Path2 RP5 is
higher than the ones of Path1 RP5 (33.51), pathway Path2
RP5 should be less competitive than pathway Path1 RP5.
For Path3 RP5, similar successive 1,2-H-shifts and dissocia-
tion stepsI2 f I5 f P5 can also lead to productP5. As
shown in Figure 1, the geometries of transition statesTS2-6
(2.14) andTS2-5 (1.87) belong to a cis-trans configuration
relationship and are energetically close and high-lying. Yet,
the rather high energy barrier (50.29) ofTS5-P5 (7.32)

makes the pathway Path3 RP5 process thermodynamically
prohibited and far from competitive with pathways Path1
RP5 and Path2 RP5 under normal conditions.

3.1.A.II. The H-Atom Formation Channel. There are two
pathways (Path4 and Path5) through which complex1 can
transform to the productP7. As shown in Figure 1, the
transition structureTS3-7 in Path5 RP7 is a hydrogen
migration transition state. The relative energy ofTS3-7 is
4.63 kcal/mol higher than that ofTS3-P7. Both the relative
energies of rate-determining transition states and the simplic-
ity considerations support the viability of pathway Path4 RP7.
On the other hand, it is obvious that pathway Path4 RP7 is
similar to pathway Path1 RP5 because pathway Path4 RP7
has the same steps ofR f I1 f I3 as pathway Path1 RP5.
The difference of the two pathways is how intermediate

Scheme 1. Reaction Mechanism and Activation Energies (kcal/mol) of the Reaction of F with Propenea

a Activation energies are calculated at the CCSD(T)/cc-pVTZ//UMP2/6-311++G(d,p) + ZPE (numbers in roman type), CCSD(T)/cc-pVTZ//
UMP2/6-311G + ZPE (numbers in parentheses), and Max{CCSD(T)}//IRC{UMP2} + ZPE (numbers in square brackets) levels of theory.
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isomer3 dissociates to relevant educts. In pathway Path1
RP5, I3 can reach the productP5 via surmounting the
transition stateTS3-P5 (-10.45), a 33.51 kcal/mol energy
barrier, while in pathway Path4 RP7,I3 dissociates via
overcoming the transition stateTS3-P7 (-7.31), a 36.35
kcal/mol energy barrier, leading to the productP7. The
difference of the two pathways may lead us to the fact that
pathway Path4 RP7 is less competitive than pathway Path1
RP5.

For the other four pathways, Path6 through Path9, which
have the same steps ofR f I1 f I2, complex1 (-9.30)
transforms to intermediate isomer2 (-42.65) via transition
stateTS1-2 (-10.43) jointly, and subsequently, isomer2
transforms to four different couples of eductsP8, H + cis-
CH3CHdCHF (-11.09);P9, H + trans-CH3CHdCHF;P10,
H + cis-CH2dCHCH2F; andP11H + trans-CH2dCHCH2F
via TS2-P8 (-5.43),TS2-P9 (-5.05),TS2-P10(-3.91),
andTS2-P11(-3.31) via surmounting 37.22, 37.60, 38.74,
and 39.34 kcal/mol energy barriers, respectively. As shown
in Figure 1, their difference is how intermediate isomer2
transforms to four different couples of educts, that is, the H
elimination of the four different chemical sites of the H atom
from intermediate isomer2 (site specificity). From the
thermodynamic stability of products and the rate-determining
reaction steps, we can safely draw the conclusion that, for
the six pathways in the H-atom formation channel mentioned

above, the order of reaction competition abilities is Path4
RP7 > Path6 RP8> Path7 RP9> Path8 RP10> Path9
RP11> Path5 RP7.

According to our calculations, an unambiguous conclusion
can be drawn to give a rational interpretation of the site-
specific effect in the H-atom formation channel. As shown
in Figure 1,TS3-P7, TS2-P8, TS2-P9, TS2-P10, and
TS2-P11are the C2-H elimination ofI3, CH3CHFdCH2;
the C1-Ht elimination of I2, CH3CHdCH2F; the C1-Hc

elimination ofI2; the C3-H1 elimination ofI2; and the C3-
H2 elimination ofI2, respectively, where the subscripts “t”
and “c” denote the trans and cis H atoms of C1-H of I2,
respectively. Because the pathway Path4 RP7 is the most
feasible pathway in the H-atom formation channel, CH3CFd
CH2 may be the main contribution in the C3H5F product.
The contributions ofcis-CH3CHdCHF, trans-CH3CHdCHF,
cis-CH2dCHCH2F, andtrans-CH2dCHCH2F decrease or-
derly in terms of the competition abilities of their pathways.

3.1.A.III. The CH2F Radical Formation Channel. As shown
in Figure 2a, the pathway Path10 RP6 is the only pathway
leading to productP6, CH2F + CH2dCH2, in the CH2F
radical formation channel. In pathway Path10 RP6, the
characteristic steps areI2 f I6 f P6, CH2F + CH2dCH2;
a three-center H migration; and a C-C bond rupture process.
We should mention that the C-C rupture process in the
CH2F radical formation channel is obviously different from

Scheme 2. The Five Different Chemical H Atoms in Propene and the Five Possible Direct Abstraction Manners in the HF
Formation Channel
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the C-C rupture processes in the CH3 radical formation
channel. The former process occurs between C2 and C1,
while all of the latter processes occur between C2 and C3
in the C3H6F system as shown in Figure 1. In terms of the
formation heat of the CH2F radical formation channel being
a few kilocalories per mole more than that of the H-atom
formation channel and the relative energy of rate-determining
transition stateTS2-4 (-1.85) lying above those ofTS3-
P7 (-7.31),TS2-P8 (-5.43),TS2-P9 (-5.05),TS2-P10
(-3.91), TS2-P11 (-3.31), andTS4-P6 (-7.97), we
conjecture that the CH2F radical formation channel is less
favorable than the H-atom formation channel in low-
temperature ranges, while the latter should be competitive
with the former under high-temperature conditions. Thus,
the actual feasibilities of these two channels may depend on
the reaction conditions in the experiments.

To briefly summarize, the CH3 radical formation channel
is the most competitive reaction channel, while the CH2F
radical formation channel may be prohibited in low-temper-
ature ranges among the three channels. The pathway Path1
RP5 is the most competitive pathway among all 10 of the
pathways. The CH2F radical formation pathway Path10 RP6
may be more favorable than the H-atom formation pathway
Path6 RP8 and Path7 RP9 in high-temperature ranges on
the doublet PESs.

Now, it is requisite to compare the addition-isomeriza-
tion-elimination PES feature of the title reaction with that
of the analogous reaction F+ ethylene, a detailed theoretical
investigation on the formation of the intermediate complex,
and a subsequent unimolecular decomposition.15 Theoretical
calculations show that there exist both similarity and dis-
crepancy. In general, the addition-isomerization-elimina-
tion PES features of the two analogous reactions are very
similar. First, both reactions involve the same initial associa-
tion pathway; that is, the fluorine atom approaches ethylene/
propene, perpendicular to the CdC double bond, forming
the prereactive complex directly at the reaction entrance. The
prereactive complex transforms to the fluoroethyl/fluoro-
propyl radicals via the addition transition structures with no
barrier. Second, both radicals, fluoroethyl and fluoropropyl,
can eliminate the H atom directly via surmounting 37∼39
kcal/mol barriers or indirectly by intramolecular H shifts with
41∼45 kcal/mol barriers. Furthermore, by comparison of the
minima and transition structures in F+ propene with the
counterpoints in F+ ethylene, we can find that their relative
energies as well as the barrier heights vary little. For instance,
according to Zhang and Yang’s calculations,15 the relative
energies of the prereaction complex (Iadd), the addition
transition state (TSadd), and the fluoroethyl radical (CH2FCH2)
in F + ethylene reaction are-9.30, -11.68, and-41.49
kcal/mol at the CCSD(T)/aug-cc-pVDZ//CCSD/6-31G(d,p)
+ ZPE level, which are in good agreement with that ofI1
(-9.30),TS1-3(-11.57),TS1-2(-11.41),I3 (-43.96), and
I2 (-42.65) in the C3H6 + F reaction at the CCSD(T)/cc-
pVTZ//UMP2/6-311++G(d,p) + ZPE level. On the other
hand, the main discrepancies lie in the two folds: (a) an
F-shift transition structure exists on the PES of F+ ethylene,
while it cannot be located on that of F+ propene, and (b)
the reaction pathways and possible products of F+ propene

are more than that of F+ ethylene. It is obvious that the
reaction of F+ propene involves all of the main features of
the F + ethylene reaction. However, from the discussion
above, one can find that the addition-isomerization-
elimination PES of F+ propene is more complicated than
that of F+ ethylene because a hydrogen atom of ethylene
is substituted by methyl in propene.

3.1.B. Direct Hydrogen Abstraction Reaction Mechanism.
Scheme 2 shows the five possible pathways through which
the abstraction reaction proceeds. For CH3CHdCH2, there
are five different chemical environments of the H atom,
namely, allylic hydrogen (Ha and Hb), vinyl inner hydrogen
(Hc), and vinyl terminal hydrogen (Hd and He) as shown in
Scheme 2. Pathways a and b correspond to the abstraction
of the two nonequivalent allylic hydrogens. In pathway c,
the vinyl inner hydrogen is the one involved in the abstraction
reaction, whereas pathways d and e represent the abstraction
of the vinyl terminal hydrogen. For convenient discussion,
we list them as follows:

As shown in Figure 1, five loosely bonded intermediate
complexes (I8-I12) prior to the formation of the transition
states along the reaction coordinate are located in the first
step of this mechanism involved in the atomic radicalF
attacking the H atom of propene. However, as shown in
Figure 2b, all of the complex formation processes are
endothermic at the CCSD(T)//MP2 level of theory. This
implies that such complexes might be short-lived and not
important on the PES41 and can be safely ruled out. On the
other hand, one can find that all five of the abstraction
hydrogen processes involve negative barriers at CCSD(T)//
MP2 levels. In contrast, the IRCMax method consistently
gives positive barriers that differ from the CCSD(T)//MP2
levels by 3∼8 kcal/mol with sizable displacements along the
reaction path (0.6< S < 1.2, see Table S3, Supporting
Information). We expect that large errors are due to poor
transition state geometries and positions along the IRCs at a
low level of theory and thus have considerable effects on
the calculated energy barriers. Furthermore, the barriers
involved are moderate (∆E < 4 kcal/mol; ∆G < 12 kcal/
mol), and the formations of the final products are exergonic
(∆G > -21 kcal/mol). Therefore, both kinetic and thermo-
dynamic considerations support the viability of such chan-
nels.

Let us now analyze the low-temperature limiting behavior.
Figure 2b shows that the rate-determining barriers of the five
hydrogen abstraction channels are less than 4 kcal/mol at 0
K, especially for allylic hydrogen abstraction (TS8-P1and
TS9-P1, ∆E < 1 kcal/mol). Therefore, such processes may
proceed in low-temperature ranges (the existence of a small
barrier cannot be discarded as the errors in the calculation

Path11 RP1:R f I8 f P1HF + CH2CHCH2

Path12 RP1:R f I9 f P1

Path13 RP2:R f I10 f P2HF + CH3CCH2

Path14 RP3:R f I11 f P3HF + trans-CH3CHCH

Path15 RP4:R f I12 f P4HF + cis-CH3CHCH
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ZPE because, for complexes with very small barriers, ZPE
corrections are problematic, where the harmonic approxima-
tion does not work properly).

In pathway Path11 RP1, corresponding to the direct
abstraction from theb-allylic hydrogen of CH3CHdCH2 as
shown in Figure 1 and Scheme 2, the geometry of transition
stateTS8-P1calculated at the UMP2/6-311++G(d,p) level
of theory is found to have a bent structure (∠F-H-C ) 175.
1°) and an elongated H-F bond length (rF-H ) 1.459 Å;
rC-H ) 1.132 Å). Most importantly, this geometry is
indicative of an “early” transition state, corresponding to a
H-F distance significantly longer than the equilibrium bond
length (0.917 Å), specifically falling between the HF classical
outer turning points ofV ) 4(1.318 Å) andV ) 5(1.381 Å).42

The calculated heat of formation at 0 K (-44.92 kcal/mol)
is in good agreement with the experimental value (-48.4
kcal/mol).5 As shown in Figure 2b, this hydrogen abstraction
channel is an exergonic process globally (∆E ) -44.92 kcal/
mol), involving a small barrier (∆E ) 0.89 kcal/mol) at the
Max{CCSD(T)/cc-pVTZ}//IRC{UMP2/6-311++G(d,p)} +
ZPE level of theory. Therefore, both kinetic and thermody-
namic considerations support the viability of this channel.

The a-allylic hydrogen abstraction pathway Path12 RP1
is totally similar to that described above forb-allylic
hydrogen abstraction. And the relative energy ofTS9-P1
(0.93) is only 0.04 kcal/mol higher than that ofTS8-P1(0.89)
at the Max{CCSD(T)//IRC{UMP2} level of theory. The
hairlike difference of the two pathways may lead us to the
fact that pathway Path12 RP1 is less favorable than pathway
Path11 RP1 appreciably.

Pathways Path13 through Path15 (see Figure 1 and
Scheme 2) correspond to the possible abstraction of the vinyl
hydrogens of propene. We should mention that the three
transition statesTS10-P2, TS11-P3, andTS12-P4are located
at the UMP2/6-311G level of theory. Despite numerous
attempts, we cannot locate these transition states at the higher
levels of theory UMP2/6-311G(d,p) and UMP2/6-311++G-
(d,p). As shown in Table S1 (Supporting Information), the
energy barriers and products in pathways Path13 through
Path15 are higher than those in pathways Path11 through
Path12 RP1. Therefore, both kinetic and thermodynamic
considerations may rule out the significance of pathways
Path13 through Path15.

We should mention that we also reoptimizedTS8-P1and
TS9-P1at the UMP2/6-311G level. It is worth noting that
the comparison of geometries obtained at the UMP2/6-311G
level with those at the UMP2/6-311++G(d,p) level shows
that the discrepancies are considerably large. For example,
both of the forming F‚‚‚H bond lengths in the two transition
structures obtained at the UMP2/6-311G level are about 0.1
Å shorter than that at the UMP2/6-311++G(d,p) level.
Likewise, both of the breaking C‚‚‚H bond lengths in them
at a low level are 0.03∼0.04 Å shorter than that at a high
level. Fallaciously, the transition stateTS8-P1is energetically
high-lying among the five abstraction hydrogen transition
states at the CCSD(T)/cc-pVTZ//UMP2/6-311G level, in-
consistent with the results obtained at a higher level of theory
(see Table S1, Supporting Information). To rationalize this
difference, we turn to the PES features of the hydrogen

abstraction processes. The use of the low-level transition state
geometry generally gives poor results, and in the five
instances, this method actually givesnegatiVe barriers!
“When the low level transition states occurs very late the
higher level energy can already have dropped below the
energy of the reactants”.37 Furthermore, bearing in mind the
limitation (the use of harmonic frequencies for the highly
anharmonic intramolecular vibrations) inherent in our cal-
culations and considering Yang and Zhang’s suggestion15

(the 6-311G basis set is insufficient for the title reaction),
the CCSD(T)/cc-pVTZ//UMP2/6-311G scheme is unreliable.
Expectedly and interestingly, as shown in Figure 1, the
distances of H‚‚‚F are 1.356, 1.373, 1.320, 1.293, and 1.280
Å in TS8-P1, TS9-P1, TS10-P2, TS11-P3, andTS12-P4,
respectively, decreasing gradually, which is in line with the
trend of their relative energies except forTS8-P1.

It must be stressed that an exhaustive search on the PES
failed to locate a transition structure like that in Chart
1corresponding to a conventional addition-elimination
mechanism. Indeed, in previous theoretical studies21,43on the
reactions of the Cl atom with isoprene and propene, this
ringlike transition structure wasn’t located on the PESs.
Therefore, the addition-elimination mechanism can be safely
ruled out from theF + propene reaction.

3.2. Experimental Implication. Recently, Ran et al.
carried out the kinetic study for the title reaction.5 In their
experiment, three reaction channels were observed: CH3 +
C2H3F, H + C3H5F, and HF+ C3H5. They also suggested
that the CH3 formation is the most important channel for
this chemical reaction, while both H and HF formation
channels are also significant, and a long-lived complex
formation is the most important mechanism with some minor
contributions from a direct reaction mechanism. However,
they did not provide unambiguous information on the site-
specific effect in the H-atom elimination channel and the
HF formation channel because there are three chemically
different hydrogen sites in the propene molecule, although
it is important to better understand the roles of different
reaction mechanisms in these reaction channels. On the other
hand, they did not give any information about the formation
of CH2F + CH2dCH2. In our calculations, it is shown that,
among the possible pathways, the most feasible one is that
where the atomic radical F and propene approach each other
to form the initial weakly bound complex1 before F addition
to the CdC double bond. The elimination of methyl from
isomer3 leads to the main productsP5, CH3 + C2H3F. And,
one can find that the atomic radical F directly abstracting
the allylic hydrogen of CH3CHdCH2 is the most favorable

Chart 1
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pathway, while the abstraction of the vinyl terminal hydrogen
should be less competitive in the HF formation channels.
Furthermore, the most favorable eliminated H atom is the
vinyl inner hydrogen (Hc) after theF addition to the vinyl
inner carbon in the H formation channels.

Finally, it should be pointed out that, in the title reaction,
all of the intermediates and transition states involved in the
possible addition-isomerization-elimination channels lie
below the reactants. Once the addition reaction proceeds,
the reaction system immediately enters a deep potential well.
As shown in Figure 2a, the exit barriers are moderately high
for all of the addition-isomerization-elimination channels.
Undoubtedly, these features will make the formation of long-
lived reaction complexes stand a good chance. This is
qualitatively consistent with the experimental results.5

3.3. Comparison with the Cl + Propene Reaction.To
give a deeper understanding of the reaction mechanism of F
+ propene, it is worthwhile to compare the title reaction with
the analogous reaction Cl+ propene, which has been
extensively studied both experimentally44-46 and theoreti-
cally.21 One can find that there exists both similarity and
discrepancy. In a recent experiment46 for theCl + propene
reaction, Kaiser and Wallington observed experimentally that
the addition of a Cl atom to the double bond is the major
reaction channel at high pressure (>100 Torr), while at low
pressure (<10 Torr), the addition reaction rate slows and
the removal of an H atom from the CH3 group in C3H6 is
the dominant channel. They suggest that, at lower pressure,
the allylic radical may be formed by two processes: (1) a
pressure-independent direct abstraction and (2) an addition-
elimination process which depends inversely on the total
pressure. However, in a recent detailed theoretical investiga-
tion, based on the structures on the PESs, Bran˜a and Sordo21

suggest that the previously established mechanism44 consist-
ing of direct abstraction and addition-elimination steps is
instead made up of addition through an intermediate and two-
step abstraction step processes; that is, no direct abstraction
mechanism exists on the potential energy surface. They
proposed a formally similar general mechanism that can be
written as follows:

In general, the potential energy surface features of the two
analogous reactions X+ propene (X) F and Cl) are very
similar. Both reactions involve the same initial association
pathway; that is, the halogen atoms and unsaturated hydro-
carbons approach each other, forming the initial weakly
bound complex before halogen-atom addition to the CdC
double bond with no barrier. Furthermore, the types of the
five different chemical environments of the H atom picked
up by the halogen atoms are identical in the abstraction
processes. Theoretically, the allylic hydrogen abstractions

by both F and Cl are exergonic processes and involve small
barriers. Therefore, both kinetic and thermodynamic con-
siderations support the viabilities of this type of H atom
picked up. However, because the F atom with higher
electronegativity strongly attracts a lone pair of electrons
located at the H atom, the electron density on the H atom is
reduced, which leads to an increasing of the reactivity of
bond scission between adjacent atoms. Thus, it is obvious
that, for the Cl + propene reaction, the H-abstraction
channel is a two-step abstraction process, while for theF +
propene reaction, the H-abstraction channel belongs to a
direct abstraction mechanism typically. On the other hand,
the increasing reactivity of atomic radical F also leads to
the mechanism discrepancies as well as the different product
distribution between the two reactions. First, for theCl +
propene reaction, the product CH3 + C2H3Cl cannot be
obtained experimentally. While, for theF + propene
reaction, the C2-C3 bond cleavage ofI3 to yield the main
product CH3 + C2H3F plays an absolute role.5 Second, for
theCl + propenereaction, no literature reported the H-atom
formation channel either experimentally or theoretically.
However, for the F + propene reaction, the H-atom
formation channel cannot be neglected because the branching
ratio of the H + C3H5 channel is about 15%. Third, we
obtained a new feasible minor productP6 (C2H4 + CH2F),
which may play a role in high-temperature ranges for theF
+ propenereaction in this work, while no information about
the product (C2H4 + CH2Cl) was reported experimentally
or theoretically.

Before ending, we would like to make a short comment
on the expected behavior of the rate constants at various
experimental pressures about the title reaction. As pointed
out by Braña and Sordo21,43and Kaiser and Wallington46 on
the analogous reactions ofCl + propeneandCl + isoprene,
we conjecture that, for the F+ propene reaction, even at
high pressure, the activated complexesI1 andIn (n ) 8-12)
cannot be stabilized efficiently by third-body collisions as
the stabilization energies of these complexes are very small.
Taking into account that theTS1-2, TS1-3, and direct
H-abstraction transition states’ (TS8-P1, TS9-P1, TS10-P2,
TS11-P3, andTS12-P4) barriers are negligible, there will
be no accumulation ofI1 and In (n ) 8-12) (C3H6‚‚‚F).
As the formation intermediatesI2 and I3 are exergonic
processes and the energy barriers associated withTS1-2and
TS1-3 are much lower than that of direct H-abstraction
transition states, consequently, theC3H6F• radical should be
the most favored product. Therefore, the major reaction
pathways should be the addition-isomerization-elimination
reaction channel at the high-pressure limit. At low pressure,
the addition-isomerization-elimination reaction rate de-
creases and the direct hydrogen abstraction reaction becomes
the domination channel. Indeed, as a consequence of very
small stabilization ofIn (n)8-12) by third-body collisions,
C3H5

• production should increase as compared with that
obtained under high-pressure conditions. At sufficiently low
pressure, the stabilization channel to form theC3H6F• radical
becomes insignificant. In this pressure regime, the rate
constant for allyl formation from the direct abstraction
channel might be a constant value.

Cl + C3H6 y\z
TSabs

C3H5‚‚‚HCl* f C3H5
• + HCl
(two-step abstraction)

f C3C5‚‚‚HCl
(association)

Cl + C3H6 h C3H6‚‚‚Cl* f C3H5
•‚‚‚HCl98

TSadd
C3H6Cl•

(addition)
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4. Conclusions
A detailed theoretical survey on the complicated doublet
PESs of the reaction of atomic radical F with propene, CH3-
CHdCH2, has been performed at the UMP2 and CCSD(T)
levels of theory. Two different mechanisms and four reaction
channels are revealed in the present study. The most
competitive reaction channel is the CH3 radical formation
channel. The CH2F radical formation channel may be more
favorable than the H-atom formation channel in high-
temperature ranges on the doublet PESs. The pathway Path1
RP5 is the most competitive pathway in the addition-
isomerization-elimination reaction mechanism. While in the
direct hydrogen abstraction reaction mechanism, the main
pathway is Path11 RP1. No addition-elimination mechanism
exists on the potential energy surface, which is consistent
with previous theoretical studies for the reactions of the Cl
atom with propene and isoprene. On the basis of the analysis
of the energetics of all channels through which the addition
and abstraction reactions proceed, we expect that the actual
feasibility of the reaction channels may depend on the
reaction conditions in the experiment. Consequently, future
experimental studies on the title reaction are highly desirable
under various pressures and temperatures. The present work
will provide useful information for understanding the pro-
cesses of atomic radical F reaction with other unsaturated
hydrocarbons. Despite the analogous chemical reactivity with
the well-known atomic radical Cl, the barrier-free atomic
radical F reaction with propene is expected to be of unique
importance.
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Abstract: The photocycle reactions occurring between the flavin mononucleotide cofactor and

the reactive cysteine residue in the blue-light photoreceptor domain light, oxygen, and voltage

(LOV) were modeled for a system consisting of lumiflavin and thiomethanol. The electronic

structure and energies of the reactive species were estimated using the CASSCF and MCQDPT2

quantum-chemical methods. The reaction pathway for the S-C4a covalent adduct formation in

the triplet state was determined. Concerted electron and proton transfer from the thiol to the

flavin in the triplet electronic state results in a biradical complex that is, however, unstable because

its structure corresponds to a triplet-singlet crossing. The covalent adduct dissociation in the

ground electronic state is a reverse of the photoreaction proceeding via a single energy barrier

for hydrogen transfer. Thus, both photo- and dark reactions were found to be single-step chemical

transformations occurring without stable intermediates. The photoreaction yielding the S-C4a

covalent adduct is an intrinsic property of the isoalloxazine-thiol complex in the specific geometry

arranged by the protein in LOV. The S-C4a covalent adduct between lumiflavin and thiomethanol

is rather stable implying that in LOV its dissociation is facilitated by the protein.

Introduction
To increase the efficiency of photosynthesis, plants use blue-
light receptor proteins called phototropins1 that are involved
in phototropism, light-induced stomatal opening, and chlo-
roplast movement to places with appropriate light intensity.
Phototropins are light-driven autophosphorylating protein
kinases that contain two similar, but not identical, light-
receptor domains LOV1 and LOV2.2-4 Each light, oxygen,
and voltage (LOV) domain binds noncovalently a flavin
mononucleotide (FMN) chromophore that undergoes a pho-
toreaction upon blue-light absorption. Photoexcited FMN and
a conserved cysteine (Cys) residue form a S-C4a flavin-
cysteinyl covalent adduct (Scheme 1) on a microsecond

scale.5,6 In the dark, the photoproduct dissociates into the
initial components within minutes. The LOV photoproduct
triggers autophosphorylation of the kinase, which initiates
the phototropism-signaling reaction cascade.

Light-induced changes in absorbance have been detected
for the LOV domains.7,8 Upon illumination by blue light,
the FMN absorption band at 447 nm bleaches. A transient
absorption band at about 700 nm of a triplet flavin species
is formed within nanoseconds. Then, a broad band of the
covalent adduct appears with a maximum at 390 nm. In the
dark, the FMN absorption band at 447 nm recovers because
of thermal dissociation of the adduct into the initial com-
ponents.

Several hypotheses of the mechanism of the covalent
adduct formation in LOV have been put forward. The
increase of the basic properties of flavins upon photoexci-
tation is well-known9-12 and expected to play a role in the
LOV photochemistry.13,14 In the triplet state, a protonated
cation of FMN (HFMN+) can be formed. An ionic mecha-
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nism of the S-C4a covalent adduct formation8,14 implies an
interaction of the thiolate anion with the C4a atom of
HFMN+. However, there is no experimental evidence for
stable or transient ionic species occurring in the LOV
photocycle. FTIR spectra showed that the cysteine was
protonated in the LOV dark-adopted state,15 while electron
paramagnetic resonance (EPR) measurements excluded a
protonation of the triplet FMN intermediate.16,17Flavins are
potent oxidants for redox-active amino acids such as cys-
teine.18 Hence, a radical mechanism has been proposed.16,17,19,20

An ionic radical pair was predicted to form as a result of a
one-electron reduction of FMN by the cysteine. At cryogenic
temperature, the radical pair recombines resulting in the
S-C4a zwitterionic covalent adduct that at room temperature
converts to the S-C4a covalent adduct by proton transfer.
However, the FMN radicals were detected only in light-
excited LOV mutants17,19-21 but not in the wild-type LOV.16

In our previous work, we discussed a concerted mechanism
based on quantum-chemical analysis of the crystal structures
of the LOV1 domain.13 Proton transfer from the cysteine to
the N5 atom of the triplet FMN is concerted with the S-C4a
covalent bond formation.

After the X-ray crystal structures of both dark-adopted and
light-illuminated states of the LOV domains were deter-
mined,13,22,23the photoreaction mechanism was addressed by
means of quantum-chemical calculations.13,24,25The analysis
of the electronic structure of the isoalloxazine chromophore
in the ground singlet and excited triplet states by complete
active space self-consistent field (CASSCF) calculations13

favored a concerted mechanism. Energy estimates by density
functional theory (DFT) showed that a radical pair between
FMN-related molecules and a thiol is more favorable than
the corresponding ion pair.24 A stable radical pair intermedi-
ate along the photoreaction pathway was predicted by
Hartree-Fock- (HF-)based quantum-mechanical/molecular-
mechanical (QM/MM) modeling supporting the radical
mechanism hypothesis.25 Nevertheless, the LOV quantum-
chemical analysis is far from being complete. To describe
the electronic excitations, the excited-state reaction pathway,
and the S-C4a covalent bond dissociation in the ground
state, it is necessary to go beyond single-configurational
methods such as HF and DFT. Experimental data,26 the QM/
MM model,25 and our previous calculations13 indicate
strongly that the primary photoreaction in LOV is localized
within the FMN-reactive Cys subsystem. Therefore, a model
system consisting of an isoalloxazine chromophore and a
thiol can be used for the high-level quantum-chemical
analysis.

In the present study, we analyze the LOV photocycle
reactions using a lumiflavin-thiomethanol model complex
(Scheme 1A) and CASSCF calculations supplemented with
second-order multiconfigurational perturbation theory (MC-
QDPT2). The electronic structure of the photospecies is
described, and accurate energy estimates are obtained. The
derived energy profile of both photo- and dark reactions is
consistent with a concerted mechanism.

Computational Details
A model system consisting of lumiflavin and thiomethanol
is depicted in Scheme 1A; the atom numbering used
throughout the text is indicated. Lumiflavin contains the
dimethylisoalloxazine ring of FMN; thiomethanol represents
the side chain of the reactive cysteine. The starting geom-
etries were taken from the crystal structures of LOV1 from
Chlamydomonas reinhardtii13 (reagent and covalent adduct
complex PDB codes 1n9l and 1n9o, respectively). Geometry
optimization of the model complexes was carried out in the
internal coordinates.27 Restrained geometry optimization was
used to ensure the arrangement of the reagents as in the LOV
domain, where the side chain of the cysteine is located above
the isoalloxazine ring. The optimized structures are in good
agreement with the ones obtained in the QM/MM study of
LOV25 where the geometry of a quantum-chemically de-
scribed lumiflavin-thiomethanol complex was restrained by
the molecular-mechanical model of the LOV protein.

CASSCF28 and MCQDPT229 calculations with a standard
Gaussian basis set 6-31G(d) containing polarization d func-
tions for the heavy atoms were carried out to derive the
energy profile of the photocycle reactions and to evaluate
the electronic and absorption properties of the model
complexes. The lumiflavin-thiomethanol complex has 160
electrons, which are described by 351 single-electron wave
functionssmolecular orbitals (MOs)swhen the 6-31G(d)
basis set is used. The active space is indicated by the numbers
in parentheses CASSCF(n,m), where n is the number of
electrons andm is the number of MOs. The multireference
configurational interaction (MRCI) method was used to
validate the choice of the active space. The configuration
interaction (CI) calculations accounting for single and double
electronic excitations (CI-SD) were done with the molecular
orbitals obtained from the CASSCF calculations (hereafter
referred to as MRCI-SD calculations). A total of 65 MOs
were considered to be core orbitals and 256 MOs to be
virtual, yielding a MRCI-SD solution accounting for
electronic excitations within a window of 30 MOs with 30
electrons sufficiently large for our purposes because it

Scheme 1

1566 J. Chem. Theory Comput., Vol. 2, No. 6, 2006 Domratcheva et al.



contained allπ MOs (7π and 7π*). The dynamic electron
correlation not accounted for by the CASSCF(2,2) or (4,4)
method was taken into consideration by single-point MC-
QDPT2 calculations.

To optimize geometries, state-specific CASSCF(2,2) cal-
culations were used. To describe the charge distribution,
Löwdin30 and Mulliken31 atomic electrostatic charges were
calculated. Both methods provided consistent results, but the
Mulliken charges were somewhat overestimated. Therefore,
Löwdin atomic charges are presented in the text. To evaluate
the electronic transition energies of the reactive species,
MCQDPT2/CASSCF calculations with the state-averaged
energy functional were performed. The CASSCF equations
were solved with the averaged density from the two
electronic states involved in the transition with weight
coefficients 0.5 and 0.5. The calculations were done using
the PC GAMESS version32 of the GAMESS (U.S.) quantum-
chemical program package.33 The program Molekel34 was
used to create the figures.

We extensively compare our results on the “free complex”
(i.e., not embedded in the protein) with the QM/MM
calculations25 to analyze the effect of the protein matrix,
which is not included in our model, as well as the effects of
electron correlation, which are not accounted for in the QM/
MM model.

Results and Discussion
In the photoreaction, the excited triplet flavin interacts with
the cysteine to form the S-C4a-covalent adduct (Scheme
1A). In the dark-reaction, occurring in the ground electronic
state, the photoproduct dissociates. To obtain the energy
profile of the photocycle, the following structures were
optimized by the CASSCF(2,2) method: (1) the lumiflavin-
thiomethanol complexR optimized in the ground state (dark-
adapted state of LOV absorbing at 447 nm), (2) the
lumiflavin-thiomethanol complexR-photo optimized in the
triplet state (the spectroscopically characterized triplet in-
termediate absorbing at 660 and 715 nm), (3) the highest-
energy structure for the H-transfer reaction between S-H
and N5 in the triplet stateTS-photosa model for the
photoreaction transition state, (4) the tripletBiradical

complex between two radicals SCH3 and N5H-semiquinone,
which is a product of the H-transfer reaction, (5) the S-C4a
covalent adductAdd optimized in the ground state (the
photoproduct state of LOV absorbing at 390 nm), and (6)
the structureTS-dark in the ground state similar toTS-photo
and representing a transition state for theAdd conversion
into the initial complexR. All structures are presented in
Figure 1.

The calculated energies and CI coefficients of the wave
functions obtained by different multiconfigurational methods
are presented in Table 1. The state-specific CASSCF(2,2)
solutions were obtained with the active space containing the
highest occupied and lowest uncoupled molecular orbitals
(HOMO and LUMO) of the ground-state Hartree-Fock
electronic configuration. For complexesR in S0 and S1 and
Add in S0, the CASSCF(2,2) wave functions mainly consist
of a single determinant. For geometriesBiradical andTS-
dark in the S0 state, a two-configurational wave function is
required to account for the dissociated S-C4a covalent bond.
The CASSCF(2,2) solutions for the triplet state are identical
to the ROHF solutions. To determine if the active space
needs to be extended, the MRCI-SD calculations with
CASSCF(2,2) MOs were performed. The MRCI-SD ener-
gies are lower, compared to the CASSCF(2,2) energies, but
the CI coefficients obtained by the two methods are in
agreement. Only minor contributing configuration state
functions (CSFs) whose MRCI coefficients do not exceed
0.1 (the largest value, 0.12, was obtained for the S1 solution
at theR geometry) corresponding to the excitations outside
the (2,2) active space were found. These excitations occur
within a pair of theπ,π* MOs localized on the dimethyl-
benzene ring. The orbitals were included into the active space
to obtain CASSCF(4,4) solutions. For theAdd geometry in
S0, only double excitations from HOMO to LUMO were
found to be significant. Accordingly, the energies ofAdd
calculated by the CASSCF(2,2) and MRCI-SD methods
differ only by 0.3 kcal/mol. Our attempts to obtain the
CASSCF(4,4) solution forAdd that would be similar to the
solutions obtained for the other model complexes were
unsuccessful because the CASSCF iterations did not con-
verge. For the other model complexes, the extension of the

Figure 1. Structures of the model complexes optimized by the CASSCF(2,2)/6-31G(d) method. The electronic state is indicated
in parentheses. Selected distances are specified in angstroms. The distances marked by an asterisk were fixed during geometry
optimization.
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Table 1. Total Energies (Hartree) and Compositions of the Wave Functions Given by the CI Coefficients of the Dominant Configuration State Functions (CSFs)

structurea R R R R-photo TS-photo Biradical Biradical Add TS-dark

electronic
state S0 S1 T1 T1 T1 T1 S0 S0 S0

CAS(2,2) -1304.576423 -1304.398784 -1304.443019 -1304.467340 -1304.424206 -1304.515333 -1304.520331 -1304.565059 -1304.479388
(1)b 0.981 (2) 0.996 (2) 1.000 (2) 1.000 (2) 1.000 (2) 1.000 (1) 0.820 (1) 0.992 (1) 0.916
(3) -0.196 (3) -0.573 (3) -0.124 (3) -0.399

MCQDPT2 -1307.440091 -1307.319140 -1307.346847 -1307.360405 -1307.342207 -1307.402101 -1307.411409 -1307.460488 -1307.394552
MRCI-SDc -1304.627336 -1304.424324 -1304.503981 -1304.525280 -1304.479042 -1304.575831 -1304.557026 -1304.565597 -1304.525402

(1) 0.952 (2) 0.950 (2) 0.948 (2) 0.954 (2) 0.957 (2) 0.961 (1) 0.851 (1) 0.992 (1) 0.914
(3) -0.174 (5) 0.120 (5) 0.065 (8) -0.059 (8) -0.055 (8) 0.055 (3) -0.573 (3) -0.124 (3) -0.322
(10) -0.088 (6) 0.113 (6) 0.051 (10) -0.070 (10) -0.073

(7) 0.070
CAS(4,4) -1304.591664 -1304.421838 -1304.463504 -1304.489505 -1304.432498 -1304.532676 -1304.534528 -1304.493832

(1) 0.969 (2) 0.957 (2) 0.977 (2) 0.976 (2) 0.995 (2) 0.986 (1) 0.810 (1) 0.907
(3) -0.193 (6) -0.183 (8) -0.154 (8) -0.158 (8) -0.078 (8) -0.118 (3) -0.566 (3) -0.392
(10) -0.146 (7) -0.121 (5) 0.070 (4) 0.065 (4) -0.091 (10) -0.116 (10) -0.134

(11) 0.081 (11) 0.058
MCQDPT2 -1307.444489 -1307.320818 -1307.349785 -1307.366718 -1307.343690 -1307.402157 -1307.414647 -1307.397714
MRCI-SDd -1304.631149 -1304.428096 -1304.509025 -1304.531495 -1304.486881 -1304.588301 -1304.562081 -1304.531630

(1) 0.950 (2) 0.943 (2) 0.945 (2) 0.950 (2) 0.953 (2) 0.954 (1) 0.853 (1) 0.913
(3) -0.172 (6) -0.164 (8) -0.135 (8) -0.141 (8) -0.071 (8) -0.106 (3) -0.464 (3) -0.312
(10) -0.126 (7) -0.108 (5) 0.077 (9) 0.063 (5) 0.059 (10) -0.101 (10) -0.116

(5) -0.107
a The geometries were optimized by the CASSCF(2,2) method. b The CSFs specified by the occupancy numbers of the MOs within the (4,4) active space: (1) 2200, (2) 2110, (3) 2020, (4) 2101, (5)

1210, (6) 1111, (7) 1111, (8) 0112, (9) 0211, (10) 0202, and (11) 0022. c MOs obtained from the CASSCF(2,2) calculations were used. d MOs obtained from the CASSCF(4,4) calculations were used.
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active space to (4,4) results in lowering the absolute energies
of the electronic states without any significant changes of
the relative energies (see also Figure 2) and the CI coef-
ficients. Thus, for all considered geometries, the minimum
active space (2,2) is sufficient for the description of the
dynamic correlation.

The data from Table 1 is illustrated in Figure S1 in the
Supporting Information. The diagrams show how the energies
of the electronic states change when different electron
correlation methods are employed. Accounting for dynamic
correlation decreases the energies of the transition statesTS-
photo and TS-dark more than those of the reactant and
product structures (Figure S1-B, Supporting Information).
Therefore, the MCQDPT2 correction is significant for
estimating the energy barrier heights for the photo- and dark
reactions. Electrostatic charge distributions in the model
complexes calculated by the CASSCF methods are presented
in Table 2. As it is indicated for theR structure, virtually
the same results were obtained with the (2,2) and (4,4) active
space.

The unrestrained geometry optimization of the lumiflavin-
thiomethanol complex results in an equilibrium structure
where thiomethanol is located aside the isoalloxazine ring
forming a hydrogen bond with the O4 atom (Figure S2 in
the Supporting Information). There is no local minimum
corresponding to a complex where thiomethanol occupies a
position above the isoalloxazine ring. To obtain structureR,
the geometry optimization in internal coordinates was carried
out until the thiomethanol molecule started to move to the
side of the isoalloxazine ring. In the resulting structure, the
geometries of the thiomethanol and lumiflavin molecules are
identical to those in the equilibrium structure. The S-C4a
distance of 4.52 Å is similar to that of one of the Cys isomers
in LOV1 (4.4 Å)13 and a little longer than that in LOV2
(4.2 Å).23

In Figure 2, the energy profiles of the photocycle reactions
derived from the MCQDPT2/CASSCF(2,2) and (4,4) cal-
culations are superimposed. The relative energies of the
model complexes (with respect to the energy ofR in S0)
evaluated by these two methods agree within 0.5-3.3 kcal/
mol. Unless otherwise stated, we will refer to the MCQDPT2/
CASSCF(2,2) energy estimates (bold-type numbers in Figure
2). Vertical excitation to the S1 state increases the energy of
R to 75.9 kcal/mol. The vertical energy of the first triplet
state T1 is 58.5 kcal/mol. To obtain the structure of the triplet
species, the geometry of complexR was further optimized
in the T1 state with the S-C4a distance fixed at 4.5 Å. The
resulting structureR-photo is a complex between triplet
lumiflavin and thiomethanol with a relative energy of 50.1
kcal/mol. Structural relaxation of the triplet lumiflavin
involves an elongation of the N5-C4a bond from 1.27 to
1.38 Å and a shortening of the N5-C5 bond from 1.37 to
1.29 Å. In the triplet state, the H transfer between S-H and
N5 has a 11.3 kcal/mol energy barrier [14.5 kcal/mol
according to MCQDPT2/CASSCF(4,4)]. The barrier corre-
sponds to the geometryTS-photo with S-H and H-N5
distances of 1.49 and 1.35 Å, respectively. Proton transfer
coupled with electron transfer yields a biradical intermediate.
StructureBiradical in Figure 1 was optimized with the
S-C4a distance fixed at 3.40 Å, which was similar to the
distance inTS-photo. Unrestrained geometry optimization
resulted in a structure with the SCH3 fragment aside of the

Figure 2. Energy diagram of the photocycle reactions
between lumiflavin and thiomethanol derived from the single-
point MCQDPT2/CASSCF(2,2) (solid line, bold numbers) and
MCQDPT2/CASSCF(4,4) (dashed line, numbers in parenthe-
ses) calculations. The geometries of the model complexes
were optimized by the CASSCF(2,2) method.

Table 2. Charge Distribution and Dipole Moments

method CAS(2,2) CAS(4,4) CAS(2,2)

structure R R R-photo TS-photo Biradical Add TS-dark

electronic state S0 S0 T1 T1 T1 S0 S0

Löwdin Atomic Charges (au)
C5a -0.023 -0.022 +0.132 +0.082 +0.048 +0.055 +0.006
N5 -0.050 -0.051 -0.233 -0.275 -0.214 -0.327 -0.204
C4a -0.010 -0.009 +0.027 +0.042 -0.026 -0.052 -0.005
S -0.067 -0.067 -0.071 -0.232 +0.026 +0.118 -0.053
H +0.114 +0.114 +0.121 +0.232 +0.327 +0.310 +0.282

Net Charges (au)
HSCH3 -0.003 -0.003 -0.005 -0.093
SCH3 +0.007 +0.095 -0.089
dipole moments
(Debye)

10.0 10.0 10.8 12.2 6.6 5.5 9.6
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isoalloxazine ring (Figure S2 in the Supporting Information).
Biradical contains two almost neutral radical fragments:
HN5-semiquinone and thiomethyl radical SCH3. The relative
energies ofBiradical are 23.8 and 18.2 kcal/mol in the T1

and S0 electronic states, respectively. In S0, the energy of
the complex decreases upon shortening of the S-C4a
distance yielding the covalent adduct. A small energy
difference between the two electronic states in theBiradical
geometry indicates a possible crossing between the T1 and
S0 states via a covalent bond formation between S and C4a.
In the fully optimized structureAdd, the equilibrium S-C4a
bond distance is 1.92 Å. In the ground electronic state, the
Add energy is 12.8 kcal/mol lower compared to that ofR.
A reverse of the photoreaction results in the dissociation of
the covalent adduct viaTS-dark with an energy barrier of
41.4 kcal/mol. TheTS-dark structure is similar toTS-photo
and has N-H and S-H distances of 1.10 and 1.78 Å,
respectively, and a S-C4a distance of 3.38 Å.

The electronic structure of the model complexes occurring
along the reaction coordinate is illustrated in Figure 3. InR,
the electron excitation corresponds to a loss of the N5-C4a
double bond. The S1 and T1 states of lumiflavin are ofπ-π*
character. In T1, the negative charge on N5 increases
compared to the ground electronic state (Table 2). Interest-
ingly, the positive charge on C5a occurs significantly higher
than on C4a because of stabilization by the dimethylbenzene
ring. In R-photo, unpaired electrons are rather delocalized.
The product of the photoreactionBiradical has unpaired
electrons localized on S, C4a, and N5. At theBiradical

geometry, intersystem crossing takes place and the S-C4a
σ bond forms in the ground state. Upon theAdd dissociation,
the N5dC4a double bond is partially restored inTS-dark.

To further characterize the reactive complexes and to
confirm that they can represent the LOV photospecies in
terms of the electronic structure, the energies of the first
electronic transitions S0-S1 and T1-T2 were evaluated by
the state-averaged MCQDPT2/CASSCF calculations. The
results are presented in Table 3. For comparison, the
electronic transition energies in a free lumiflavin molecule
in the ground and triplet electronic states were calculated in
the RHF and ROHF/6-31G(d) equilibrium geometries,
respectively. The S0, S1, T1, and T2 electronic states do not
change within the reactant complexes with respect to a free
lumiflavin molecule; therefore, the nature of the S0-S1 and
T1-T2 transitions is the same, and the energies can be

Figure 3. Electronic structure of the model complexes. Shown frontier molecular orbitals and the CI coefficients were optimized
for a selected electronic state by the CASSCF(4,4) method. For the Add structure, the CASSCF(2,2) results are presented. The
geometries of the model complexes were optimized by the CASSCF(2,2) method.

Table 3. Energies of the Electronic Transitions (eV),
Estimated by the State-Averaged MCQDPT2/CASSCF(2,2)
and (4,4) Methods for the Singlet and Triplet Species,
Respectively

molecular system CASSCF (fl
a) MCQDPT2

exptl. LOV17,
solution35

R (S0-S1) 4.53 (0.655) 2.86 2.77
R-photo (T1-T2) 1.99 (0.010) 1.64 1.73,1.88
Add (S0-S1) 5.13 (0.476) 3.37 3.18
lumiflavinb (S0-S1) 4.56 (0.670) 2.88 2.80
lumiflavinc (T1-T2) 2.20 (0.011) 1.49 1.95

a Oscillator strength. b S0 RHF/6-31G(d) equilibrium geometry. c T1

ROHF/6-31G(d) equilibrium geometry.
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compared. The CASSCF(2,2) method alone overestimates
the transition energies, which can be improved by the
MCQDPT2 correction.

All energy differences presented in Table 3 correspond to
the π-π* electron excitations within the isoalloxazine
fragment. The S0-S1 energy is virtually identical in the
reactant speciesR and in the isolated lumiflavin molecule
and somewhat larger compared to the experimental numbers.
The calculated energy of the T1-T2 transition in both
R-photo and free lumiflavin is significantly red-shifted when
compared to the experimental results. Interestingly, despite
that onlyπ andπ* MOs of lumiflavin are involved in the
transition, its energy is sensitive to the presence of the
thiomethanol fragment, showing a blue shift inR-photo
compared to lumiflavin. The T1-T2 transition has a small
oscillator strength and, probably, is not visible in the
experimental spectrum. The triplet species in LOV is
characterized by a broad absorption peak with two maxima
at 715 and 650-660 nm,5,7 very similar to what is observed
for the triplet flavins in a water solution.36 In recent time-
dependent DFT calculations,37,38the absorption of the triplet
flavins around 700 nm was associated with the T1-T4 and
T1-T5 transitions whose calculated energies were in satisfac-
tory agreement with experimental results. Clearly, this subject
requires more extensive analysis. Similarly to complexR,
the predicted S0-S1 transition energy for theAdd structure
is overestimated with respect to the experimentally observed
one. For the adduct complex, one should keep in mind that
the transition energy calculated for the free compound is
compared to the observations for the covalent adduct in the
LOV protein. A larger difference between the calculated and
observed transition energy of 0.2 eV obtained forAdd
compared to 0.1 eV obtained forR suggests that the
absorption of the free covalent adduct may be slightly blue-
shifted with respect to that of LOV. We could not confirm
this suggestion by comparing experimental data because no
data on a free flavin S-C4a adduct was available. However,
it is known as a general trend that the low-energy absorption
band of flavin C4a adducts around 380 nm is slightly shifted
to the longer wavelength in the enzymes and also at a low
temperature (77 K).39

The calculations of the electronic transitions in flavins are
of great practical interest. Recently, absorption properties of
different isoalloxazine molecules have been analyzed using
DFT.37,38,40The S0-S1 transition in lumiflavin and riboflavin
was predicted to be 3.0537 and 3.07 eV,38 respectively.
Apparently, our MCQDPT2/CASSCF calculations with the
minimal active space and a modest basis set are in better
agreement with experimental results. Thus, multiconfigura-
tional methods can be a very useful tool for spectroscopic
applications in flavins.

The energy barrier structuresTS-photoandTS-dark were
determined using constrained optimization along the ap-
proximate reaction coordinate for hydrogen transfer between
N5 and S. The reaction coordinate was specified by a
decreasing N5-H or S-H distance for the photo- or dark
reaction, respectively. Two dihedral angles determining the
angle between S-N5 and the C5a-N5-C4a plane were
fixed, ensuring the position of thiomethanol above the

isoalloxazine ring. The other internal coordinates were
optimized. In the obtained partly optimized geometry, the
N5-H or S-H distance was further decreased and a new
optimization step was performed to locate the following point
of the energy scan. Such a stepwise procedure allows
maximum structural relaxation of the molecular complex
necessary to approach the intrinsic reaction coordinate. The
calculated energy profiles are presented in Figures S3 and
S4 in the Supporting Information. The drop of the energy
of the complex is coupled with the major structural rear-
rangements such as breaking and formation of the N-H or
S-H bonds when the system arrives at the product valley
on the potential energy surface. In the photoreaction, the
relaxation of the geometry after the hydrogen transfer to N5
includes the movement of the CH3 group of thiomethanol
from above the benzene ring to above the pyrimidine ring.
The reverse movement was observed in the ground electronic
state along the dark-reaction energy scan before the system
reached theTS-dark geometry. A similar change in the
conformation of the Cys side chain upon the covalent adduct
formation is present in the X-ray crystal structures of the
dark-adopted and light-illuminated LOV domains13. In the
dark-reaction, the hydrogen transfer from N5-H to S follows
the dissociation of the S-C4a covalent bond.

The highest-energy structuresTS-photoandTS-dark are
approximations for the saddle points. For both geometries,
the calculated Hessians reveal two negative curvatures: one
along the hydrogen-transfer intrinsic coordinate and the other
for the rotation of the thiomethanol fragment. The corre-
sponding imaginary frequencies (in cm-1) are 835i (N5-H
stretching) and 62i (SCH3 rotation) inTS-photo and 1572i
(S-H stretching) and 41i (SCH3 rotation) in TS-dark. A
saddle-point search starting from theTS-photoandTS-dark
geometries was complicated by the movement of the thiol
fragment away from its position above the isoalloxazine ring,
yielding either the reactant or biradical equilibrium structure
(Figure S2, Supporting Information). Nevertheless, we expect
TS-photo and TS-dark to lie in the vicinity of the corre-
sponding saddle points. Indeed, theTS-photo structure is
similar to the saddle point located and confirmed by the
vibrational analysis in the ROHF/6-31(2d,2p) QM/MM
study25 whose energy is 30.2 kcal/mol above the triplet state
reactant. The lower activation energy in our model results
from accounting for dynamic electron correlation.TS-dark
is an analogue ofTS-photo in the ground electronic state
corresponding to the same chemical reactionsan addition
of a thiol group to the N5dC4a double bond of an
isoalloxazine. The energy barrier in the triplet state is
significantly smaller than in the ground electronic state. The
activation energies obtained for the photo- and dark reactions
might be overestimated. Accounting for the vibrational
energy typically decreases the energy barriers by several
kilocalories per mole. In photoreactions, the population of
the higher vibrational levels is common, which also decreases
energy barriers and facilitates conversions. Both the photo-
and dark reactions are single-step chemical transformations
proceeding without intermediates.

The product of the photoreactionBiradical is unstable
because of intersystem crossing. To characterize the crossing
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geometry, we performed state-averaged CASSCF(4,3) cal-
culations for the S0 and T1 electronic states (Figure S5 in
the Supporting Information). The active space consisting of
four electrons in three MOs was found (on the basis of the
MRCI analysis for the state-averaged CASSCF wave func-
tion) to be sufficient to describe these electronic states
simultaneously. In theBiradical geometry with a S-C4a
distance of 3.40 Å, the S0-T1 energy difference calculated
by the MCQDPT2/CASSCF(4,3) is 4.6 kcal/mol, which is
in good agreement with the single-state estimates indicated
in Figure 2. If the S-C4a distance increases, the S0-T1

energy difference becomes smaller. In aBiradical -like
structure with a S-C4a distance of 4.5 Å, the MCQDPT2/
CASSCF(4,3) S0-T1 energy difference is 1.4 kcal/mol. This
structure lies in the vicinity of the S0/T1 crossing. A triplet
intermediate similar toBiradical with an 18 kcal/mol energy
barrier for the intersystem crossing was identified in LOV
in the QM/MM model.25 The predicted high stability of the
biradical state is an artifact of the Hartree-Fock method used
to compare the energies of the S0 and T1 electronic states.
Our analysis shows (Table 1 and Figure 3) that the T1

electronic state can be described by a single-determinant
wave function, while the wave function of the S0 electronic
state should contain at least two determinants with occupied
bonding π and antibondingπ* MOs. The S0 energy of
Biradical calculated with the two-configurational self-
consistent field wave function is 41.3 kcal/mol lower than
the Hartree-Fock energy. The decay of the triplet state
biradical occurs via S-C4a covalent bond formation. It is
very likely that, in different LOV domains, the S0-T1 energy
difference for the crossing geometry can vary, resulting in
different kinetics of the triplet state decay.

Structure Add aligns with the corresponding crystal
structure (PDB: 1N9O)13 with a root-mean-square deviation
of 0.078 Å. According to the single-point MCQDPT2
calculations, the reaction energy of the addition of thi-
omethanol to the N5dC4a double bond of lumiflavin is
-12.8 kcal/mol. The CASSCF method favors the reactant
structure over the adduct by 7 kcal/mol, revealing a consider-
able contribution of the dynamic electron correlation to the
adduct stability. To check the effect of the dynamic electron
correlation, the geometries of the reactant and product
complexes were optimized by the MP2/6-31G(d) method,
which gave the reaction energy of-11.8 kcal/mol consistent
with the single-point MCQDPT2 calculations. Interestingly,
the S-C4a MP2 equilibrium distance is 1.87 Å, somewhat
shorter than the CASSCF(2,2) equilibrium distance of 1.92
Å. The latter probably reflexes the tendency of the CASSCF-
(2,2) to underestimate the product stability. The HF/6-31G-
(d) equilibrium distance is 1.87 Å, in agreement with the
MP2 optimization as well as the QM/MM optimization in
LOV.25 Despite the same equilibrium S-C4a distance, the
HF method predicts a reaction energy of 1.3 and 8.7 kcal/
mol25 for the free compound and the LOV domain, respec-
tively. Apparently, the stability of the covalent adduct is a
property of a free compound. Therefore, we suggest that the
protein matrix destabilizes the covalent adduct, which
dissociates, however, with a high energy barrier.41,42 To
estimate the activation energy of the LOV dark-reaction using

our model, the energy ofTS-dark should be compared to
the energy ofR rather than the energy ofAdd. The relative
energy ofTS-dark gives an upper limit for the activation
energy of the dark reaction. The decrease of the energy
barrier depends on how much the S-C4a covalent adduct
is destabilized in the protein and can be different in LOV1
and LOV2 domains.

Blue-light illumination of the LOV atT ) 77 K yields a
photoadduct absorbing at around 395 and 405 nm for LOV1
and LOV2, respectively.16 This species, which is red-shifted
compared to the room-temperature photoproduct absorbing
at 390 nm, has been suggested to be a zwitterionic covalent
adduct (Scheme 1B). The proposed mechanism of the
photoreaction implied electron transfer from the thiol to FMN
followed by recombination of the electron pair and a bond
formation without proton transfer. We tested this hypothesis
using our molecular model. Clearly, electron transfer from
the thiol to the flavin does not take place upon excitation
because complexR-photo consists of two uncharged frag-
ments: the triplet lumiflavin and thiomethanol (Table 2).
To form the zwitterion, electron transfer from the thiol to
lumiflavin must be coupled with a shortening of the S-C4a
distance. We calculated the energies of a series of lumifla-
vin-thiomethanol complexes with gradually decreasing
S-C4a distances and with all other internal coordinates
optimized in the triplet electronic state (Figure S6 in the
Supporting Information). When the S-C4a distance was
shortened to 2.4 Å, we observed a break of the C-S bond
in thiomethanol, resulting in a release of the CH3 radical.
The lumiflavin-thiomethanol complex with a S-C4a dis-
tance of 2.6 Å is 12.7 kcal/mol aboveR-photo in the triplet
state. The calculated positive net charge on SHCH3 of
+0.034 au is inconsistent with the suggestion that thiometha-
nol is an electron donor. We were not able to locate a
minimum energy structure corresponding to the zwitterionic
species in the ground electronic state. Thus, our results do
not support the hypothesis that there is a pathway resulting
in a zwitterionic S-C4a complex in the T1 electronic state.
Most likely, the cysteine does not reduce the triplet flavin
unless it is deprotonated and electron-transfer coupled with
proton transfer takes place in LOV. The specific location of
the proton accepted by FMN within the S-H group situated
above the FMN ring explains why the rate of the photore-
action is not pH-dependent, whereas it decreases in D2O
compared to that in a H2O solution.8,41,42

Although our model does not account for the protein
matrix, it allows suggestions concerning the role of the
protein in the primary photoreaction of LOV. The positioning
of the thiol above the isoalloxazine ring, which is arranged
by the protein, is crucial for the chemistry because it ensures
the interaction of the p atomic orbital centered on the sulfur
atom with theπ* MO of the flavin, resulting in the S-C4a
bond. The photoreaction in the free complex is unlikely to
occur because the position of the thiol above the isoalloxazine
ring is not stabilized by any intermolecular interaction. A
Biradical -like geometry necessary for the efficient intersys-
tem crossing is ensured by the protein. We suggest that the
S-C4a covalent adduct spontaneously decays because the
reactant state of the cofactor is favored by specific cofactor-
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protein interactions including the change of the Cys confor-
mation upon covalent binding as well as hydrogen bonds
with the protein. One can notice that the hydrogen bonds
between the FMN cofactor and the protein have shorter
distances in the dark-adopted crystal structure model (PDB
1n9l) with respect to the distances in the covalent adduct
model (PDB 1n9o) assuming that the LOV protein may work
as a spring to facilitate the dissociation of the S-C4a adduct.
Interestingly, the above prediction excludes acid-base
catalysis of the dark reaction by the protein. This agrees with
the crystal structures of LOV, where no potentially catalytic
residues are present in the vicinity of the isoalloxazine
chromophore.13,22,23Movement of the sulfur atom away from
C4a to pick up the proton is possibly coupled with the
transition between the two conformations of the reactive
cysteine observed in the LOV1 crystal structure.13

To conclude, the mechanism of the primary photocycle
reactions in LOV, which is rooted in the chemical properties
of FMN and Cys and a specific geometry of the reagents
arranged by the protein, can be accurately analyzed on a
model system using MCQDPT2/CASSCF quantum-chemical
calculations. In particular, the obtained electronic transition
energies are in good agreement with the experimental data
of LOV. The electronic structure of the reactants, adduct,
and the triplet state species is adequately described by single-
determinant wave functions. One should account for the
dynamic electron correlation to estimate the energy barrier
of the H transfer and the reaction energy. A multiconfigu-
rational representation of the wave function is important to
describe the formation and dissociation of the C-S4a bond
and to estimate the stability of the biradical intermediate.
Both the light-induced and dark reactions proceed with a
concerted mechanism with a single energy barrier corre-
sponding to a hydrogen transfer. The protein plays a minor
role in stimulating the chemical reactivity of the FMN
cofactor in LOV, being, however, crucial for the specific
positioning of the cysteine above the isoalloxazine ring as
well as the destabilization of the photoproduct and determi-
nation of the conformational space of the dark reaction.
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Abstract: The allylic H-atom abstraction reaction plays a more dominant role, especially at

lower temperature, than addition reactions in the case of the CH2dCH-CH3 + •OH system.

Different computational methods including ab initio as well as density functional methods have

been used to examine allylic H-abstraction. Both the energetically less favorable direct

H-abstraction and the more favorable indirect H-abstractions have been investigated. Using

first principles computations, for the indirect abstraction, a stable π- or reactantlike as well as a

late productlike complex were found on the potential energy surface. Based on higher level

single point calculations (QCISD(T)/6-311+G(3df,2p)), a new activation enthalpy value,

∆qH° ) 0.3 ( 2 kJ/mol, is suggested for the title reaction. The computed reaction enthalpy

∆rH° ) -124.7 ( 2 kJ/mol is in good agreement with the experimental value. The stability of

the initial π-complex was found to be ∆H°π-complex ) -7.1 kJ/mol. The product complex between

the transition state and the product was found with the stability of -127.2 kJ/mol.

1. Introduction
Many radical-molecule reactions exhibit negative activation
energies, such as the addition of OH radical1 or Cl atom to
olefins.2 The situation becomes more complicated in the case
of substituted olefins, like propene. H-atom abstraction (1)
may play an important role in the overall kinetics besides
reaction channels of the terminal (1t) and nonterminal (1n)
additions, both of which lead to the formation of hydroxy-
alkyl radicals:3

Despite what is mentioned above, the dominancy of quasi
barrierless additional channels was reported in several cases.4

However, H-abstraction reactions are critical in complex
reaction systems such as the combustion of hydrocarbon
fuels,5 atmospheric chemistry,6 and autoignition7 as well as
various processes of biological systems.8 During the past few
decades, OH radical reactions involving different organic
compounds were of special interest in gas-phase kinetic
studies.9-11 The most recent experimental study focused upon
reactions used in the detection of OH radical decay at low
temperatures by laser induced fluorescence (LIF) spectros-
copy.12 The branching ratios of elementary steps in most

* Corresponding author e-mail: viskolcz@jgytf.u-szeged.hu.
† University of Szeged.
‡ Centre d'Etudes et de Recherches Lasers et Applications Uni-

versitéde Lille 1.
§ University of Toronto.

CH2dCH-CH3 + •OH f CH2dCH-CH2• + H2O
H-abstraction (1)

CH2dCH-CH3 + •OH f CH2(OH)-C•H-CH3

terminal addition (1t)

CH2dCH-CH3 + •OH f •CH2-CH(OH)-CH3

nonterminal addition(1n)

1575J. Chem. Theory Comput.2006,2, 1575-1586

10.1021/ct600140b CCC: $33.50 © 2006 American Chemical Society
Published on Web 09/27/2006



cases were not distinguishable by a direct technique where
only one species is detected. If a chemical system is small
enough, then ab initio calculations may be utilized to produce
an accurate reactive potential energy surface (PES),13 thus
permitting current chemical reaction rate theories to be tested.
Besides extensive experimental studies,14,15 a number of
theoretical calculations were carried out on the elementary
steps involving the reaction for the OH radical with different
unsaturated hydrocarbons.16 The reaction of the simplest
system (H2CdCH2 + OH) has been studied extensively.17-19

However, propene is the next step toward the understanding
of OH reaction with the unsaturated hydrocarbon homologue,
and only a few theoretical studies have been reported for
the propene+ OH system.20,21Surprisingly, H-atom abstrac-
tion has not yet been studied using high level quantum
chemistry calculations, and neither have theoretical com-
parisons with addition channels been well established.

Allylic hydrogen may be extracted via two possible
H-atom abstraction channels which can play a significant
role in the overall kinetics of the OH and propene system.
One of them, indirect abstraction, can start from a so-called
π-complex, the other is the direct H-abstraction. Higher
unsaturated hydrocarbons (including higher degrees of un-
saturation) react with OH radicals, via additions, as well as
hydrogen atom abstractions.22 A prototype of the allylic
H-abstraction is shown in eq 2:

For an indirect abstraction the central structure in square
brackets in eq 2 would be a minimum energy structure
labeled as a reactant (orπ) complex. For a direct abstraction
it would be a transition state.

Both QCISD and CCSD theoretical models yield results
that have been shown to be relatively stable with regard to
a modest spin contamination in the unrestricted case.23

Radom et al. suggested that UMP2 should be used with
caution, since this method is too erratic for general use for
radicals.24 The density functional theory (DFT), which uses
gradient-corrected exchange and correlation potentials, has
been shown to be an efficient and accurate tool to calculate
molecular properties such as structural geometry and vibra-
tional frequencies.25-28 The unrestricted DFT wave function
is typically considerably less spin contaminated than the
corresponding UHF wave function for a given open shell
system.29,30A number of DFT transition state property studies
have been carried out31,32 and assessed by comparing the
computed results with experimental and other theoretical
results.

In the present paper, different computational methods were
applied and analyzed for similarities and differences in their
respectively computed PESs. One of the aims of this study
is to test systematically the different levels of theory for their
efficiency and accuracy with respect to the given system and,
furthermore, to demonstrate the importance of the allylic

H-atom abstraction. One has to note that some comparisons
were published previously,33,34for a similar type of reaction.
The experience gained will help to choose a suitable method
for describing hydrogen abstraction reactions from unsatur-
ated hydrocarbons and their derivatives such as polyunsatu-
rated fatty acids (PUFA).

2. Computational Methods
To generate potential energy surfaces (PESs), in the vicinity
of the H-abstraction transition state, relaxed scans were
carried out by systematically altering two variables, namely
rC‚‚‚HO (i.e. the C-H bond to be broken) andrCH‚‚‚O (i.e. the
H-O bond to be formed), as shown in eq 2. Values of the
rC‚‚‚HO parameter were changed between 1.1 Å and 1.3 Å,
while therCH‚‚‚O parameter was varied from 1.2 Å to 1.6 Å.
The step sizes were 0.04 Å in both directions. The quadratic
convergence SCF procedure35 was used in each scan. The
potential energy surface with all tested methods combined
utilized the standard 6-31G(d) split valence basis set.36

For geometry optimizations, a number of standard methods
were used, namely ab initio HF,37-39 MP2,40-43 QCISD,44

and CCSD.45-48 A set of density functional theory (DFT)49

methods such as B3PW91, B1B95, B1LYP, MPW1PW91,
PBE1PBE, BHandH, and BHandHLYP was also applied to
characterize the transition state. Two DFT methods are
presented in the present paper as two differently performing
examples. These were the B3LYP50,51and the BH&HLYP52

methods, exemplifying in geometry points of view a not very
accurate and a relatively accurate DFT methods, respectively.
The remaining DFT results, listed in Table S1 of the
Supporting Information, show that they produce geometries
scattered around the most accurate QCISD and CCSD
methods (Figure 1) which also produced the best activation
enthalpies for the reaction using a large basis set. The minima
and saddle points of the PESs (i.e. reactants, products,
complexes, and transition states) were checked by frequency
analysis at each level of theory. The zero point vibrational
energy (ZPVE) was scaled by standard factors.53

To increase the accuracy of the computed PES, a non-
iterative addition of triple excitations was taken into con-
sideration using the QCISD(T)44 and CCSD(T)44 methods.
The QCISD(T)-PES and the CCSD(T)-PES were mapped
out by QCISD(T)/6-31G(d) and CCSD(T)/6-31G(d) single
point calculations using CCSD/6-31G(d) geometries, denoted
as QCISD(T)/6-31G(d)//CCSD/6-31G(d) and CCSD(T)/
6-31G(d)//CCSD/6-31G(d), respectively.

Basis set effects on the electronic energy were also studied
with single point calculations for the BH&HLYP method
using BH&HLYP/6-31G(d) geometries and also at the
QCISD(T) and CCSD(T) level of theories using CCSD/
6-31G(d) and BH&HLYP geometries. Two types of split
valence basis sets36 were used which were also augmented
with diffuse and polarization functions{6-31G(d), 6-311G-
(d,p), 6-311+G(d,p), 6-311+G(3df,2p)} as well as Dunning’s
correlation consistent basis sets54-58 {cc-pVxZ, aug-cc-pVxZ
(where x is D, T, and Q for cc-pVxZ and D, T for aug-cc-
pVxZ)}. The effects of using these different basis sets were
explored.
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The basis set superposition error (BSSE) is considered for
the complexes by using the simple counterpoise (CP)
method59

whereEAB is the energy of the supermolecule (e.g.π-com-
plex),EA(AB) is the energy of molecule A (e.g. propene) with
the basis set of supermolecule AB, andEB(AB) is the energy
of molecule B (e.g. hydroxyl radical) with the basis set of
the AB supermolecule. This method was applied to the
QCISD(T) and CCSD(T) single point calculations for the
final analysis of the reaction profile (using “Counterpoise)2”
keyword in Gaussian03).

For testing the IRCMax60 method, calculations are carried
out on the QCISD(T)/6-311+G(3df,2p)//BH&HLYP/6-31G-
(d) level of theory. All of the calculations were carried out
using the GAUSSIAN03 program package.61

3. Scope
The allylic H-abstraction can be envisaged with the following
possibilities: (i) a direct abstraction mechanism, (ii) an
indirect abstraction mechanism, and (iii) a mixture of a direct
and indirect abstraction mechanism.

To decide which one of the above possibilities is operative
it is necessary to search for transition states. If only one TS
exists, then it can be analyzed whether (i) or (ii) is the actual
mechanism. If a pair of TSs are located, then (iii) is operative,
and the relative barrier heights for the two TSs will
predetermine which mechanism is dominantly operative as
it is illustrated in Figure 2. If either (ii) or (iii) is operative,
then one must search for one or two reactants orπ-com-
plexes. If only oneπ-complex exists, then it should be
common for both the H-abstraction and the OH addition
(Figure 3A). If there are twoπ-complexes formed, then one
is for the H-abstraction and one is for the OH addition (Figure
3B): (i) oneπ-complex is formed which is common for both
H-abstraction and OH addition (Figure 3A) and (ii) two

π-complexes are formed, one is for the H-abstraction and
one is for the OH addition (Figure 3B).

In this paper we shall seek to answer these questions but
not necessarily in the order listed above. Before all of these
questions could be answered, a full exploration of the
theoretical methods and basis sets applied must be carried
out for the computational accuracy which will make the
conclusions reliable.

4. Results and Discussion
4.1. Geometries of the Critical Points and Along the RC.
Along each path there may be several minimum energy
points corresponding to either reactants, reaction intermedi-
ates, or products. This study explores the geometries of the
maxima and minima along the hydrogen abstraction reaction

Figure 1. A comparison of different DFT methods with high level ab initio (QCISD and CCSD) calculations in terms of geometrical
parameters (rC‚‚‚OH and rCH‚‚‚O) of the H-abstraction transition state associated with the CH2dCHCH3 + •OH system.

∆ECP)EAB - [EA(AB) + EB(AB)] (3)

Figure 2. Two possible reaction energy profiles involving two
alternative H-abstraction mechanisms showing that direct and
indirect H-abstractions compete with each other. Note that
TSDir is always positive, even though the barriers are usually
low, while TSInd may be either positive or negative. A: indirect
H-abstraction is favored because TSInd < TSDir and B: direct
H-abstraction is favored because TSInd > TSDir.
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of the CH3CHdCH2 + OH system. As pointed out in the
previous section, such a path of hydrogen abstraction may
be at least partially, if not completely, different from the
path of the addition of the OH radical to the double bond.

4.1.1. Reactants and Products.Table 1 shows, besides
the data of TS obtained initially, the calculated geometrical
parameters of reactants and products at the BH&HLYP/
6-31G(d), QCISD/6-31G(d), and CCSD/6-31G(d) levels of
theory. Both reactants and product are in very good agree-
ment with the available experimental data:62-64 the largest
deviation from experimental data in the geometrical param-
eters of the reactants was found in the allylic C-H bond
length (the bond to be broken during the reaction), but these
deviations were smaller than 0.02 Å at the BH&HLYP/
6-31G(d) and smaller than 0.03 Å at the CCSD/6-31G(d)
level of theory. In terms of bond angle deviation, the angular
deviations of the carbon chain (denotedR(C)C-C)) were less

than 0.8 degrees using DFT and half of that value at the
CCSD level of theory. On the side of the products, the
deflection between experimental and theoretical methods was
about the same in the angles, and in the distance deviation
it was found to be around 0.01 Å. However, it is clear that
the quality of the geometry can be improved somewhat by
increasing the number of basis functions, but our aim was
to obtain reasonable geometries not only for this system but
also for larger alkenes.

4.1.2. Potential Energy Surfaces and Location of the
TS in H-Abstraction. The selected geometry parameters
(namely therCH‚‚‚O, rC‚‚‚HO, andRC-H-O) and enthalpies are
listed and compared in Table 2 specifically for TS of the
reaction 2. This demonstrates that at the HF level of theory,
the TS structure is almost halfway between the reactant and
product. However, high level ab initio calculations such as
CCSD show that the TS became more and more reactantlike.

Figure 3. Model potential energy surfaces for the CH2dCHCH3 + •OH system involving addition as well as allylic H-abstraction.
A: two reaction paths involving a single π-complex and B: two reaction paths involving two separate π-complexes

Table 1. Geometric Parameters of Reactants, Products, and First-Order Saddle Point (TS) Computed at the BH&HLYP/
6-31G(d), QCISD/6-31G(d), and CCSD/6-31G(d) Levels of Theory and Available Experimental Results

a -cExperimental geometries from refs 62-64, respectively.
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Generally, the transition state structure obtained by the
CCSD/6-31G(d) methods can be considered to be the most
accurate geometry.

Within the coupled cluster method, the C‚‚‚‚HO bond
length of the TS stretched to 1.231 Å from the original 1.098
Å, amounting to an increase of 0.133 Å. However, the
coupled cluster method revealed that the CH‚‚‚‚O bond
distance was 1.317 Å, which is about 0.347 Å away from
the final H-O bond length of the product H2O (0.970 Å).
These two geometrical parameters indicate that the allylic
H-atom abstraction has an early transition state. In addition,
the TS corresponded to a nearly linear approach between
the species, since the optimizedRC-H-O was 171.7°. The TS
structures listed in Tables 1 and 2 obtained by BH&HLYP/
6-31G(d) and QCISD/6-31G(d) are very similar to those
found by CCSD/6-31G(d). It is important to note that this
TS could not be found at the B3LYP/6-31(d) optimization
level.

The differences in reaction enthalpy (∆rH°) and activation
enthalpy (∆qH°) are rather large and show a marked
disagreement with the experimental values as listed in Table
2. It is rather difficult to suggest that there is a convergence
in energies of the different methods used up until now. All
theoretical methods underestimate the reaction exothermicity
by a large margin of 25-60 kJ/mol. The calculated activation
enthalpy was also overestimated by about the same amount.
Thus, the various methods, used so far, produced values
which were too high, with respect to both in terms of
thermodynamics and kinetics. To conclude, higher post-HF
methods coupled with relatively small basis sets do not
permit accurate calculations of the enthalpy profile of this
reaction. Clearly, larger basis sets are required to achieve a
desirable level of accuracy. The nature of the potential energy
surface particularly in the vicinity of the transition state can
help to estimate the error of our calculations as well as to
select methods using even a modest basis set in order to
determine how to compute a more accurate potential energy
surface.

The relative energy can be calculated according to the
following equation using any (x) level of theory (e.g. x)

BH&HLYP) for the generation of a potential energy surface
(4)

whereEx(rC‚‚‚HO, rCH‚‚‚O) represents the electronic energy of
a given structure (determined by a pair of fixed variables:
rC‚‚‚HO andrCH‚‚‚O). The quantity of [Ex(propene)+ Ex(OH)]
stands for the total electronic energy of the structures of
propene and OH radical, each being optimized at the x level
of theory.

Figure 4 shows contour map presentations of potential
energy surfaces (PESs), which illustrate the change of energy
in the vicinity of the transition state of the reaction computed
at various levels of theory. The minimum energy pathway
(MEP) at the CCSD/6-31G(d) level of theory is denoted by
the dotted line. Each diagram has contour lines as calibration
for relative energy. Selected values of relative energies are
shown to demonstrate the characteristics of a given PES.
The progress of the reaction is made evident by clearly
marking the reactant and product side of the PES at the top
of the left-hand side and at the bottom of the right-hand side,
respectively, in each of the figures.

Figure 4h illustrates the PES computed at the CCSD(T)/
6-31G(d)//CCSD/6-31G(d) level of theory. This is the highest
level of theory applied for the scan and is therefore assumed
to be the closest to the “exact” surface. For this reason, it
was used in all subsequent discussions as the reference
surface. This figure shows that the electronic energy of the
well-defined transition state is located between 35.0 and 37.5
kJ/mol.

It is clear from Figure 4 that there are some significant
differences between the lower level PESs and the reference
PES. In comparing the PESs generated at various levels of
theory in each diagram of Figure 4, the large dot (b) and
the dotted line symbolize the position of TS and MEP,
respectively, on the reference PES{namely, CCSD(T)/
6-31G(d)//CCSD/6-31G(d)}. The location of the TS (sym-
bolized byX) in HF-PES (denoted by a in Figure 4) is at
1.270 Å and 1.276 Å,rCH‚‚‚O andrC‚‚‚HO, respectively. These
values are also summarized in Table 2. We should note that
the shape of the B3LYP surface (b) is significantly different
from the remainder of PESs. Surprisingly, there is no
transition state (TS) on this surface, as only a path or a
channel was found instead of a well-localized TS. The TS
(symbolized byX) which belongs to the higher level MP2
ab initio calculation (denoted by c) occurs at 1.293 Å and
1.216 Å for rCH‚‚‚O and rC‚‚‚HO, respectively. This suggests
that at this level of theory, the correlation energy treatment
shifts the position of the TS structure. The BH&HLYP
surface (denoted by d) is an additional step toward the CCSD
surface. BothrCH‚‚‚O (1.309 Å) andrC‚‚‚HO (1.224 Å) are larger
than those associated with the MP2 surface. QCISD (denoted
by e) and CCSD (denoted by f) are noticeably similar to
each other. The shapes of these surfaces seem analogous:
1.327 Å and 1.231 Å forrCH‚‚‚O andrC‚‚‚HO, respectively, in
both cases. The QCISD(T) and CCSD(T) surfaces (denoted
as g and h, respectively, in Figure 4) were generated on
CCSD/6-31G(d) geometries with single point calculations
and had no deviation in the geometric aspect.

Table 2. Standard Reaction and Activation Enthalpies in
kJ/mol and Relevant Geometrical Parameters of the
Indirect H-Abstraction TS Structure for the CH2dCHCH3 +
•OH f CH2dCHCH2• + H2O Reaction Computed at
Different Levels of Theory Using a 6-31G(d) Split Valence
Basis Set

method ∆rH° ∆qH° rCH‚‚‚O (Å) rC‚‚‚HO (Å) RC-H-O

B3LYP -102.2
HF -70.2a 88.3a 1.270 1.276 176.3
MP2 -81.6a 47.7a 1.293 1.216 163.4
BH&HLYP -87.9 18.8 1.309 1.224 173.7
QCISD -89.8a 30.7a 1.318 1.232 171.9
CCSD -89.2 32.0 1.317 1.231 171.6
exp. -128.53b -3.7c

a Values of ZPVE are scaled. Scale factors used are from ref 53.
b The experimental reaction enthalpy is calculated from data given
in refs 65-67. c The experimental reaction rate is published in ref
72.

∆Ex) Ex(rC‚‚‚HO, rCH‚‚‚O) - [Ex(propene)+ Ex(OH)] (4)
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The relative energies show remarkable deviations from the
reference surface. The highest energy (101.5 kJ/mol) belongs
to the TS structure found using the HF/6-31G(d) level of
theory, as shown in the first diagram (a) in Figure 4.
However, the relative energy difference was decreased by
increasing the electron correlation: MP2, QCISD, and CCSD

(methods are denoted by c, e, and f of Figure 4, respectively)
and the barrier heights were 52.8, 41.1, and 42.5 kJ/mol,
respectively. Clearly, the deviation between the latter pair
of values is not significant. The BH&HLYP surface (denoted
by d of Figure 4) predicts the lowest barrier height of 29.6
kJ/mol among the calculated surfaces. It is interesting to note

Figure 4. Potential energy surfaces (PES) around the TS of CH2dCHCH3 + •OH f CH2dCHCH2• + H2O reaction computed
at different levels of theory: (a) HF, (b) B3LYP, (c) MP2, (d) BH&HLYP, (e) QCISD, (f) CCSD, (g) QCISD(T), and (h) CCSD(T).
The symbol X indicates the place of the TS structure in the given method. The dotted line symbolizes the minimum energy
pathway (MEP) and b symbolizes the position of the TS obtained at the CCSD/6-31G(d) level of theory which is the “reference
PES” (shown also in Figure 1).
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that although the TS was not found on the B3LYP surface
(b of Figure 4), it gave relative energy differences in the-5
and-7.5 kJ/mol range virtually at every grid point which
are the closest to the experimental TS energy of-3.7 kJ
mol-1 (see Table 2).

The correlation of the different level of theories with
relative CCSD(T)/6-31G(d) energies were examined. As
Figure 5 shows, there is a noticeable correlation between
the CCSD(T)/6-31G(d) and CCSD/6-31G(d) relative ener-
gies. Not surprisingly, the situation is the same with QCISD-
(T)/6-31G(d) and QCISD/6-31G(d). The fitting of BH&HLYP/
6-31G(d) energy values to the CCSD(T)/6-31G(d) is also a
good one. Linear fitting was carried out, as shown in (5)

where x is QCISD(T), QCISD, CCSD, MP2, HF, BH&HLYP,
and B3LYP.∆Ex represents the relative energy calculated
by the given method (x). The parametersm andb are fitted
according to eq 5 and are summarized in Table 3. The
correlation coefficient is up to 0.98 in the QCISD(T), QCISD,
CCSD, and BH&HLYP cases indicating a relatively close
approximation to the primary standard PES computed at the
CCSD(T). At QCISD(T) the slope is the closest to unity: it
is 0.991. In addition, they-intercept is almost zero (-0.5
kJ/mol). However, QCISD and CCSD gave similar results
for slope, but the deflection of the intercept increases to 2.3
and 3.1 kJ/mol, respectively. At BH&HLYP, the fitted
parameterm is 0.946 which is slightly smaller, and parameter

b is also somewhat lower at-4.6 kJ/mol. However, the
remainder of the methods when plotted against CCSD(T)
(Figure 6) do not show any obvious correlation, especially
in the region between 20 and 50 kJ/mol of relative energies
which corresponds to the value around the TS. In regards to
these data the MP2 points show the best tendency for
correlation in Figure 6, but the actual correlation coefficient
of this linear fit is under 0.95.

4.1.3. Location of Reactant (π) and Product Complexes.
The fact that the experimental enthalpy of activation is
negative (-3.7 kJ/mol) with respect to the reactant state
(Table 2) means that H-abstraction should be relevant. The
negative value of this activation enthalpy might predict that
this reaction channel goes through a reactant or aπ-complex
of the OH plus propene and not via direct linear collision.
However, one needs to address the question if it is possible
to go from theπ-complex to the TS of H-abstraction reaction
as well as back to the separate reactants. Both direct and
indirect H-abstraction channels were explored using IRC
calculation at the BHandHLYP/6-31G(d) level of theory. Due
to the numerical problem, these calculations were crashed
after certain steps. The latest steps were used to optimize
further (with the same level of theory) to reach the
complexes. The indirect reaction pathway was followed along
a long range using IRC (Figure 7). The latest point has energy
under the reactant energy level by 12.6 kJ/mol. Consequently,
there should be a prereaction complex for this channel. Then
normal optimization was used to find it, and theπ-complex

Figure 5. A comparison of relative energies obtained at
the QCISD(T)/6-31G(d) (9), CCSD/6-31G(d) (b), QCISD/
6-31G(d) (0), and BH&HLYP/6-31G(d) (×) levels of theory
with respect to CCSD(T)/6-31G(d)//CCSD/6-31G(d) energies.

Table 3. Linear (y ) mx + b) Fitted Parameters for the
Correction of Relative Energy Values, Obtained at Various
Levels of Theory against Relative Energies Computed at
the CCSD(T)/6-31G(d) Level of Theory

model m b R2

HF 1.714 23.2 0.816
B3LYP 0.617 -102.8 0.741
MP2 1.178 5.7 0.942
BH&HLYP 0.946 -4.6 0.984
QCISD 1.052 2.3 0.997
CCSD 1.062 3.1 0.996
QCISD(T) 0.991 -0.5 0.999

∆Ex(rC‚‚‚HO, rCH‚‚‚O) ) m∆ECCSD(T)(rC‚‚‚HO, rCH‚‚‚O) + b (5)

Figure 6. A comparison of relative energies obtained at the
HF/6-31G(d) (2), MP2/6-31G(d) (O), and B3LYP/6-31G(d) (])
levels of theory with respect to CCSD(T)/6-31G(d)//CCSD/
6-31G(d) energies.

Figure 7. Relative BH&HLYP energy profile of indirect and
direct H-abstractions: IRC calculation (solid curvature), normal
optimization step (dotted curvature), and supplementary
curvature (dash-dotted, thin line). Optimized critical points
are represented by solid horizontal lines.
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was characterized (Figure 8). The direct pathway was broken
when OH was about 1.46 Å away from the hydrogen of the
methyl group. Relative energy of this structure was 25.3 kJ/
mol. The structures of these complexes were also determined
by full geometry optimization at the CCSD/6-31G(d) level
of theory. For both mechanisms, the same product complex
was found (Figure 8).

In theπ-complex, the hydroxyl radical with the hydrogen
end is situated at the double bond 2.470 Å away from the
central carbon. It means that the hydrogen is 0.11 Å closer
than the terminal carbon of the ethylene group. The oxygen
is orientated toward the hydrogen of the methyl group with
a distance of 2.910 Å and an (O-H‚‚‚Cd) angle of 143.6°
as indicated in Figure 8. This arrangement shows the relation
to the H-abstraction. The single carbon-carbon bond has
not changed at all when theπ-complex is formed from the
reactants (1.504 Å). The double bond has changed slightly
(from 1.338 Å to 1.341 Å). A similar complex structure was
obtained using the MP2/6-311G(d,p) level of theory by
Vivier-Bunge et al.20 This result can also confirm our
BH&HLYP geometry. The product complex is very weakly
bound and does not have a symmetric structure, which is
depicted on the right-hand side of Figure 8. The water
molecule is not in the symmetry plane of the allyl radical;
however, carbon-carbon bond lengths are almost the same
(1.392 Å and 1.391 Å). As is indicated in Figure 8, one of
two hydrogens (H1) of the water molecule is at a 2.082 Å
distance from the plane of the allyl radical. The other
hydrogen (H2) and oxygen in the water molecule are closer
to one end of the allyl radical than to the other. The distance
between the central carbon atom and the hydrogen (H1)
projected to the plane of allyl radical is 1.931 Å.

4.1.4. Details of Reaction Profiles around the Transition
States. The IRCMax calculations are carried out on the

QCISD(T)/6-311+G(3df,2p)//BH&HLYP/6-31G(d) level of
theory for both direct and indirect H-abstractions. The relative
energies are related to the levels of propene and OH without
zero-point correction, and they are calculated without
counterpoise correction. The relative energies are plotted
against the IRC steps as shown in Figure 9. The zeroth step
is the transition state (TS) itself at the BH&HLYP/6-31G-
(d) level of theory in both cases of direct and indirect
H-abstractions. In IRCMax calculations, the TS structures
become considerably more reactantlike as Table 4 shows. If
one compares the values ofrC‚‚‚HO at the TS in IRCMax
calculations (1.118 Å and 1.119 Å) with the experimental
value of C-H bond in propene (1.117 Å), then these
IRCMax calculations are not reasonable. The similarity of
transition states at CCSD/6-31G(d) and at BH&HLYP/
6-31G(d) also confirms that BH&HLYP geometry can be
far more realistic. However, CCSD calculation at the larger
basis set would give a more accurate structure of the TS,
but these are very expensive to calculate. We also believe
that the TS structures do not change so much.

4.1.5. Molecular Geometries.The deviation of BH&HLYP/
6-31G(d) geometric parameters from the results obtained at
the CCSD/6-31G(d) level of theory was studied in every grid
point of the potential energy surface. For example, at the
rCH‚‚‚O ) 1.1 Å andrC‚‚‚HO ) 1.2 Å point of the PES, the
optimized parameterrCdC was 1.330 Å using the BH&HLYP
method and 1.342 Å obtained by the CCSD level of theory,
so the difference inrCdC was only 0.012 Å. Absolute

Figure 8. Top: Geometric parameters of reactant (so-called
π), product complexes. Bottom: transition states (TS) for
indirect and direct H-abstractions showing geometrical distinc-
tions. All structure were computed at the CCSD/6-31G(d)
levels of theory.

Figure 9. Comparisons of the IRC and IRCMax calculations
at both direct (Dir) and indirect (Ind) channels. IRC and
IRCMax were carried out at the BH&HLYP/6-31G(d) and
QCISD(T)/6-311+G(3df,2p)//BH&HLYP/6-31G(d) levels of
theory, respectively.

Table 4. Critical Geometric Parameters at the TS of
Direct (TSDir) and Indirect (TSInd) Abstractions Computed at
BH&HLYP/6-31G(d) and Obtained with the IRCMax
Method

methods rC‚‚‚HO (Å) rCH‚‚‚O (Å) Erel (kJ/mol)

TSDir

TS (BH&HLYP/6-31G(d)) 1.224 1.314 31.1
TS (IRCMax) 1.119 1.443 16.1

TSIndir

TS (BH&HLYP/6-31G(d)) 1.224 1.309 29.6
TS (IRCMax) 1.118 1.439 14.5
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deviations were calculated using this process at each grid
point of the BH&HLYP surface.

The above example illustrates that, in general, the agree-
ment is good; the largest deviation (LD) was 0.015 Å in the
bond lengths, 7.9° in the bond angles, and 6.3° in the dihedral
angles. Note that these LD values belong to those extreme
grid points of the PES which are at places far from the
minimum energy pathway (MEP), and these points are
actually very few in number. Consequently, BH&HLYP in
combination with the 6-31G(d) basis set (Table 1) yields
fairly accurate geometrical parameters with respect to those
obtained by the CCSD/6-31G(d) computations.

4.2. Energetic Exploration of Reactants, Products,
Complexes, and Transition States. 4.2.1. Basis Set Studies.
The effect of basis sets was also studied (see Tables 5 and
6). At the BH&HLYP/6-31G(d) geometry, single point
calculations were carried out using various basis set sizes.
As Table 5 shows, both reaction enthalpy (∆rH°) and
activation enthalpy (∆qH°) tend to converge toward the
experimental values, thus the results are qualitatively or
semiqualitatively indicative. However, convergence is still
limited for both∆qH° (10.7 kJ/mol) and∆rH° (-116.5 kJ/
mol). The experimental result of reaction enthalpy is-128.53
kJ/mol65-67 which is 12.03 kJ/mol lower than the limit
(-116.5 kJ/mol) of the BH&HLYP energy result. Unfortu-
nately, there is relevant deviation between the BH&HLYP
∆qH° result (10.7 kJ/mol) and the experimentally estimated
value (from-3.7 to +6.2 kJ/mol range depending on the
extrapolation);72 the error is relatively large.

These results lead to higher level single point calculations
such as QCISD(T) and CCSD(T) at medium 6-311G(d,p)
and large 6-311+G(3df,2p) split valence basis sets on the
CCSD/6-31G(d) geometries and BH&HLYP. Note that there
is not only remarkable similarity between CCSD/6-31G(d)
and BH&HLYP/6-31G(d) geometries, but energetic devia-
tions at high level single point calculations are also negligible
(about 1 kJ/mol). At these single point calculations of allyl
radical and the transition state, the spin-momentum operator
expectation values (S2) are between 0.97 and 0.93. The
QCISD(T) method can generally better handle the failure
related to the spin contamination. Klippenstein et al.19

reported a similar value for the transition state of OH addition
to ethene due to significant multireference character and/or
dynamic correlation to the wave function. Their MRCI
calculation compared to their QCISD(T) results shows
agreement with each other. In the case of the hydroxyl
radical, the expectation value of theS2 operator is relatively
close to 0.75, so the spin contamination may be considered
acceptable in all cases. Table 5 presents the calculated
reaction (∆rH°) and activation (∆qH°) enthalpies at different
levels of theory.

BSSE was considered by the counterpoise method (see
eq 3) both at the QCISD(T) and CCSD(T) levels of theory
using 6-311G(d,p) and 6-311G+(3df,2p) basis sets: they are
23.2 and 10.3 kJ/mol for the activation enthalpy, for the two
basis sets, respectively. In the case of theπ-complex, BSSE
was found to be moderate (6.4 and 3.9 kJ/mol) with those
two basis sets. BSSE for the product complex were only 4.1
and 2.9 kJ/mol, respectively.

Both activation and reaction enthalpy change dramatically
with the enhancement of the basis set (at the CCSD(T) and
QCISD(T) level of theory). Using the 6-311G(d,p) basis set
the stability of theπ-complex decreases significantly. The
activation enthalpy did not change for the direct abstraction,
while extension of the basis set has a relevant effect on the
indirect transition state: the barrier is decreased by 12 kJ/
mol. Further increasing of the number of the basis set made
the π-complex almost as stable as it was at 6-31G(d). The
reaction enthalpy changes from the average of-108.5 kJ/
mol to -124.7 kJ/mol. This effect probably is due to the
formation of the allyl radical. This is a conjugated open shell
system with a relevant multireference character. For com-
parison, the reaction G3MP268 enthalpy (-126.6 kJ/mol) and
activation enthalpy for indirect abstraction (-1.6 kJ/mol)

Table 5. Basis Set Effect on the Standard Activation and
Reaction Enthalpies (in kJ/mol) for the CH2dCHCH3 +
•OH f CH2•CHCH2 + H2O Reaction Computed at the
BH&HLYP/6-31G(d) Geometry

basis set
no. of basis

functions ∆rH° ∆qH°

6-31G(d) 74 -87.9 18.8
cc-pVDZ 91 -101.4 8.8
6-311G(d,p) 114 -105.8 11.6
6-311+G(d) 130 -114.5 10.7
aug-cc-pVDZ 155 -118.8 6.7
6-311+G(3df,2p) 219 -118.4 10.2
cc-pVTZ 218 -113.1 10.6
aug-cc-pVTZ 345 -117.6 10.7
cc-pVQZ 430 -116.5 10.7

Table 6. Basis Set Effect on the Stability of the π-Complex and the Product Complex as Well as Reaction and Activation
Enthalpies Calculated (in kJ/mol) on CCSD/6-31G(d) Geometries

model
no. of basis

functions ∆H°π-complex

∆qH°
direct

∆qH°
indirect ∆H°product-complex ∆rH°

CCSD(T)/6-31G(d) 74 -11.0 33.6 32.0 -96.3 -89.2
CCSD(T)/6-311G(d,p)a 114 -1.9 32.4 20.7 -106.1 -108.1
QCISD(T)/6-311G(d,p)a 114 -1.9 31.2 19.4 -107.0 -109.0
CCSD(T)/6-311+G(3df,2p)a 219 -7.1 7.3 1.9 -126.2 -123.8
QCISD(T)/6-311+G(3df,2p)a 219 -7.1 5.7 0.3 -127.2 -124.7
G3MP2/BHandHLYPb -8.2 0.0 -1.6 -129.0 -126.6
exp. (from refs 63-66) -3.7 -128.53
a With the inclusion of BSSE correction (see eq 3) using the counterpoise method of Bernadi and Boys.59 b G3MP2 enthalpy are calculated

on the BH&HLYP/6-31G(d) geometry.
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were calculated. They were found to be in good agreement
with both the experimental and our high level data.

4.2.2. Search for Direct H-Abstraction TS and for a
Secondπ-Complex.Since the first transition state optimized
is associated with the path through the firstπ-complex,
therefore it has to be classified as the TS for indirect
H-abstraction (TSInd). Subsequently, the question of the
existence of a second transition state corresponding to the
direct H-abstraction (TSDir) must be examined. As our
BH&HLYP/6-31G(d) geometry optimization shows, the
relevant geometrical parameters for TSDir are similar to those
of the indirect transition state (TSInd). Only therCH‚‚‚O is by
0.004 Å larger at TSInd, but it is only an insignificant
difference. The H of the OH radical is orientated far away
from the π-bond as the torsion angles (π(C-C)-H1-O) were
shown to be: 160.4° for the direct TS. That is 52.0° for the
indirect TS. These two TS geometries are shown in the lower
part of Figure 8; they appear to be rotamers. A semirigid
rotational BH&HLYP/6-31G(d) potential along theπ(C-C)-H1-O

dihedral angle is shown in Figure 10. Clearly, at appropriately
low temperature the TSInd will dominate the rate of the
reaction. At sufficiently high temperature both transition
states are involved. Note that the barrier that separates the
TSDir and TSInd is in fact a second-order saddle point.
However, the direct TS did not exhibit a linear structure,
yet it did not have a prereaction complex in this channel as
discussed before. In the possession of activation enthalpies
and activation entropies one may estimate the relative rate
constant of the indirect (IND) and direct (DIR) hydrogen
abstraction:

The calculation of the activation entropy can be made in
two ways: (a) via the harmonic oscillator approximation for
all of the normal modes and (b) via the hindered rotor
treatment of the low frequencies and harmonic oscillator
approximation for the remaining modes.

The difference in the activation entropy (∆∆qS) is 6.1
J/(mol K) with harmonic oscillators approximation, while
(b) method produces 10.9 J/(mol K). They can increase the
rate constant of the indirect H-abstraction related to the direct
H-abstraction by a factor of 2.1 and 3.9, respectively. The
activation enthalpy of the direct H-abstraction channel proved
to be larger by 5.4 kJ/mol compared to those of the indirect
TS calculated by the QCISD(T)/6-311+G(3df,2p)//CCSD/
6-31G(d) level of theory. This difference makes the indirect
abstraction 8.8 times faster than the direct one at room
temperature. To summarize, the indirect H-abstraction reac-
tion can be 18.3 (using harmonic oscillator approximation)
and 32.2 (with hindered rotor treatment) times faster than
the direct reaction at room temperature.

A systematic effort has been made to locate a second
π-complex which could be associated with the OH addition.
Since such a secondπ-complex has not been found, it seemed
reasonable to assume that the one and onlyπ-complex is a
common intermediate for both the indirect H-abstraction and
the OH addition.

4.2.3. Final Reaction Profile.Finally, we suggest, based
on our extended study, that the activation enthalpy (∆qH°)
of the title reaction should be 0.3 kJ/mol. The calculated
reaction enthalpy (∆rH°) is -124.7 kJ/mol, which is in good
agreement with the experimental value (-128.53 kJ/mol).
Figure 11 shows the enthalpy profile of the reaction studied.

Alvarez-Idaboy et al. suggested20,21 an activation energy
value of-8.78 kJ/mol, which is the result of their accurate
PMP4/6-311+G(d,p)//MP2/6-311G(d,p) calculations,69 as
relative energy of addition channels compared to the en-
trance channel. This value is lower than the QCISD(T)/
6-311G+(3df,2p) activation energy of the H-abstraction
channel 3.1 kJ/mol which corresponds to the 0.3 kJ/mol
activation enthalpy. Thus, addition reactions are probably
faster than the H-abstraction in this case. However, both
adducts have a fast unimolecular back reaction to the
π-complex, and no subsequent reaction of the adducts exist20

under the energy level of the propene+OH system. This is
in contrast with the products of the H-abstraction.

Figure 10. BH&HLYP/6-31G(d) potential energy curve along
the πC-C-H1-O dihedral angle. The approximate position of the
transition states and second-order saddle points are marked
by 1° and 2°.

kInd

kDir
) exp

∆qSInd - ∆qSDir

R
‚ exp

-(∆qHInd - ∆qHDir)

RT
)

exp
∆∆qS

R
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-(∆∆qH)
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(6)

Figure 11. Enthalpy profile of the CH2dCHCH3 + •OH T

CH2dCHCH2• + H2O reaction. Enthalpies were obtained at
the QCISD(T)/6-311+G(3df,2p)//CCSD/6-31G(d) level of theory.
The sum of the enthalpies of formation of propene and the
OH radical was chosen as the zero point for the enthalpy
profile.
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5. Conclusions
The H-abstraction from propene with a hydroxyl radical was
studied with different first principle computations, including
B3LYP and BH&HLYP density functional methods (DFT),
and HF, MP2, QCISD, QCISD(T), CCSD, and CCSD(T)
ab initio methods combined with the 6-31G(d) split valence
basis set, to explore the potential energy surface (PES) of
the hydrogen abstraction reaction with special attention to
the transition state and other stationary points. Relatively
small deviations from the CCSD(T)/6-31G(d)//CCSD/
6-31G(d) reference surface were found in the cases of the
BH&HLYP, QCISD, QCISD(T), and CCSD level of theory.
Linear relationships between the relative energies of these
four and the reference methods have been found. The
BH&HLYP method closely reproduces the geometrical
parameters of the grid points of CCSD-PES, especially at
the maxima and minima. It seems that the BH&HLYP
method is very useful as it is a rapid way to compute reliable
geometries for allylic H-abstraction. The BH&HLYP ge-
ometries of stationary points are not only similar to CCSD
geometries but are also very close to available experimental
data.

The energetic test shows that the BH&HLYP method tends
to converge for both reaction and activation enthalpy as the
basis set increases in size:∆rH° ) -117.0 kJ/mol and
∆qH° ) 10.7 kJ/mol, respectively. There are acceptable
deviations between the reaction and activation enthalpies
obtained at the level of theory as was found previously.70,71

We suggest a new value, based on our detailed ab initio
analysis (QCISD(T)/6-311+G(3df,2p)//CCSD/6-31G(d), for
the activation enthalpy of H-abstraction∆qH° ) 0.3 ( 2.0
kJ/mol (-3.7 and+6.2 kJ/mol experimental range72). The
calculated and the experimental reaction enthalpies are in
good agreement:∆rH° ) -124.7( 4.0 kJ/mol and-128.53
kJ/mol, respectively.

Both the theoretical value of∆qH° and the IRC calculation
suggested that hydrogen abstraction is quite fast and predicted
that the reaction cannot occur exclusively via direct collision
but may eventuate also via aπ-reactant complex intermedi-
ary. Although, the structures of the two H-abstraction
transition states are quite similar, nevertheless their mech-
anisms show relevant differences. In addition, there is a
competition between indirect H-abstraction as well as central
and terminal additions. The structures of reactant (π) and
product complexes were optimized, and their stabilities were
computed.
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Abstract: Electron pairs in the valence shell of an atom that do not participate in the bonding
of a molecule (“lone pairs”) give rise to a concentrated electron density away from the atom
center. To account for the asymmetry in the electron charge density that arises from lone pairs,
an electrostatic model is developed that is parametrically anisotropic at the atomic level. The
model uses virtual interaction sites with partial charges that are associated but not coincident
with the nuclei. In addition, the model incorporates anisotropic atomic polarizabilities. The protocol
previously outlined in Anisimov et al. [J. Chem. Theory Comput. 2005, 1, 153] for parametrizing
the electrostatic potential energy of a polarizable force field using classical Drude oscillators is
extended to incorporate additional lone pair parameters. To probe the electrostatic environment
around the lone pairs, the static (molecule alone) and perturbed (molecule in the presence of
a test charge) electrostatic potential (ESP) are evaluated and compared to high level quantum
mechanical (QM) electronic structure calculations. The parametrization of the virtual sites relies
on data from the QM static ESP. The contribution to the perturbed ESP from the electronic
polarization of the molecule is used to resolve the components of the atomic polarizability tensor.
The model is tested in the case of four molecules: methanol, acetone, methylamine, and pyridine.
Interaction energies with water and sodium are used to assess the accuracy of the model. The
results are compared with simpler models placing all the charge on the nuclei as well as using
only isotropic atomic polarizabilities. Analysis shows that the addition of virtual sites reduces
the average error relative to the QM calculations. In contrast to models with atom centered
charges, the virtual site models correctly predict the minimum energy conformation for acetone
and methanol, with water, to be closely coordinated with the lone pair direction. Furthermore,
addition of anisotropic atomic polarizabilities to the virtual site model allows for precise fitting to
the local perturbed QM ESP.

1. Introduction
Computer simulations of atomistic models used to investigate
biological phenomena often employ simple potential func-
tions that balance computational efficiency with a suitable

level of accuracy for the microscopic interactions. Commonly
used models such as CHARMM,1 OPLS/AA,2 AMBER,3 and
GROMOS4 approximate the electrostatic potential that sur-
rounds a molecule by using point charges of fixed magnitude
placed on (or coordinated to) atomic positions. The underly-
ing assumption in such models is that the electron density
of the molecule remains unaffected by external perturbations.
However, it is well-understood that the electron density of
real molecules is not static but responds to fluctuating electric
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fields arising from neighboring entities. Even in neat liquid
water such fluctuations are significant and comparable in
magnitude to the size of the induced molecular dipole (≈1
D).5 The importance of these effects in the case of biological
macromolecular systems, with variations in microscopic
environments ranging from hydrophobic to highly polar, is
expected to be considerable. The need for explicit inclusion
of induced polarization effects has been explicitly docu-
mented in studies concerned with the structural rearrange-
ments in liquid water,6-8 the hydration of small ions,9-13 the
structure of water-alcohol liquid mixtures,14 the dielectric
constant of pure nonpolar solvents,15 the solvation of water
around a protein surface with varying polarity,16 and the
conduction of ions through a membrane channel.17,18

To make progress toward the parametrization of a polariz-
able biomolecular force field we have chosen to represent
electronic induction using classical Drude oscillators.15,19-21,48

Similar to commonly used inducible point dipole models,22-27

Drude oscillators represent electronic induction using a pair
of charges of equal magnitude and opposite sign connected
by a harmonic spring.28 In the present model the Drude spring
connects the negative Drude charge to its associated heavy
atom. The familiar self-consistent field (SCF) condition of
induced polarization is reproduced if the massless particles
are allowed to relax instantaneously to their local energy
minima for any given fixed configuration of the atoms in
the system. The model reduces to the standard model with
induced point dipoles in the limit of a large spring constant.
For simplicity, the initial implementation of the polarizable
force field with classical Drude oscillators assumed that the
fixed charges were centered on the nuclei and that the local
atomic polarizabilities were isotropic.21 Models parameterized
in accordance with this framework show good agreement
with experimental properties, including the diffusivity and
dielectric constant of ethanol/water mixtures14 and crystal
structures of DNA.21 Nevertheless, it may be necessary to
go beyond this basic framework to achieve the needed level
of accuracy for detailed microscopic interactions. In par-
ticular, the presence of nonbonding electronic density situated
away from the nucleus, so-called “lone pairs”, breaks the
spherical symmetry assumed by the atom-centered electro-
static models. It is intuitively obvious that that the local
electrostatic field arising from lone pairs could be poorly
described by an atom-centered centrosymmetric model.
Furthermore, it is likely that induced electronic polarization
in the neighborhood of the lone pairs is anisotropic. In a
rational effort to develop a computationally useful and
accurate force field, a quantitative characterization is es-
sential.

The goal of this article is to address these issues. The
strategy employed in the current effort focuses primarily on
the accuracy of microscopic interactions rather than the
properties of the bulk phase. The target interaction data, used
to fit the electrostatic model, are supplied by high level
electronic structure calculations of the surrounding electro-
static potential (ESP). The performance of three electrostatic
models at different levels of complexity is examined: an
atom-centered charge model with isotropic Drude oscillators,
a model with virtual sites representing the lone pairs and

isotropic Drude oscillators, and a model with virtual sites
representing the lone pairs together with anisotropic Drude
oscillators. The ability of the different electrostatic models
to accurately represent microscopic interactions is examined
in the case of four molecules: methanol, acetone, methyl-
amine, and pyridine. The details of the model are presented
in section 2.1. The parameter fitting protocol, generalized
to include anisotropic atomic polarizabilities and virtual sites,
is given in section 2.2, and all remaining computational
details are described in section 3. Section 4.1 presents a
general discussion of the electrostatic properties associated
with lone pairs. An examination of the validity of a linear
polarization response is presented in section 4.3. Dimer
energies with water and sodium and a comparison between
QM and the MM models is presented in section 4.2. The
paper is concluded with a summary of the main results and
an outlook for future force field development.

2. Methods
2.1. Model.To model the electronic polarization of a given
atom, a mobile auxiliary particle carrying a chargeqD is
introduced and attached to the atom by a harmonic spring.
A charge of opposite sign is added to the atom and the
electroneutral pair forms a classical Drude oscillator, which
polarizes in response to an external field. In the present
implementation, the charge of the mobile Drude particle is
chosen to be negative,15,21,48 because this yields a more
realistic electrostatic response in molecular systems (see also
the discussion in section 4.3 below). The model comprises
the “core” chargesqi, associated either with atomic or virtual
lone pair sites, as well as the Drude chargesqi

D and -qi
D,

associated with the electroneutral oscillators. For a fixed
atomic geometry, the electrostatic response of a molecule is
determined by the potential energy

The first term in eq 1 is the harmonic self-energy of the
Drude oscillators. For a given oscillator, it can be written as

where d1, d2, and d3 are the projection of the Drude
displacement vectord on orthogonal axis defined using a
local intramolecular reference frame. For exampled1 ) d‚
n̂A,B wheren̂A,B is a unit vector directed between atoms A
and B in the molecule of interest. One may note that, due to
the intramolecular electrostatic interactions between induced
oscillators, even a model with isotropic spring constants can
give rise to a molecular polarizability that is anisotropic.
However, further analysis shows that this level of anisotropy
is inadequate to properly model the local anisotropy around
lone pairs. This generalization to anisotropic atomic polar-
izabilities has been implemented in CHARMM.31

The second term,Uelec, corresponds to the sum over all
Coulombic interactions between the core chargesqi located
at r i and the Drude chargesqi

D and-qi
D, located atr i, and

UDrude) Uself + Uelec (1)

Uself ) 1
2
d‚K (D)‚d

) 1
2
([K11

(D)]d1
2 + [K22

(D)]d2
2 + [K33

(D)]d3
2) (2)
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r i
D ) r i + di, respectively. The interactions of the various

pairs of charges are treated according to the topological
bonding order determined from the atoms in the molecule.
As in standard force fields, the interactions between core
charges corresponding to 1-2 and 1-3 pairs are excluded.
Similarly, the interactions of the Drude oscillators with core
charges are excluded for 1-2 and 1-3 pairs. The interactions
involving all core charges and all Drude oscillators are
included without screening for all 1-4 pairs and beyond.
The interactions of the Drude oscillators corresponding to
1-2 and 1-3 pairs are screened by the functionSij

It should be noted that the screening is applied to the
interaction of the electroneutral pair, including both the
mobile chargeqD and its countercharge-qD located on the
atom. The empirical dimensionless coefficienta is chosen
to be 2.6, consistent with previous work.19,29,30

In accord with the Born-Oppenheimer approximation in
quantum mechanics, the electronic degrees of freedom in
the model are relaxed to their energy minimum for any given
nuclear configuration. The result is an equilibrium between
the force of the Drude spring and the electrostatic force from
the total external electric field,K i

Ddi ) -qi
DEi, whereEi is

the total electric field at the position of the Drude particle,
rD. This condition can be written in a form analogous to the
self-consistent field (SCF) equation for atomic point dipoles,
µi ) RiEi. This yields the definition of the atomic polariz-
ability tensor asRi ) (qi

D)2[KD]-1.
Three models are constructed with these fundamental

elements: an atom-centered charge model with isotropic
Drude oscillators denoted NOLP+ISO, a model with virtual
lone pair sites and isotropic Drude oscillators denoted
LP+ISO, and a model with virtual lone pair sites and
anisotropic Drude oscillators denoted LP+ANISO.

2.2. Parameter Fitting Protocol. The parametrization
protocol for the core charges and polarizabilities used in the
present work is an extension of the method documented by
Anisimov et al.21 The parametrization is achieved by
comparison to analogous QM electronic structure computa-
tions. The ESP map is computed on a set of grid points
surrounding the molecule. To measure the electronic re-
sponse, a series of perturbed ESP maps is computed by
placing a single+0.5e test charge at chemically relevant
positions around the molecule. The same calculation is
repeated using our MM model, restricting the atomic
polarizabilities to be isotropic. The approach is similar in
spirit to work by Friesner and co-workers used in the
parametrization of polarizable point dipole and fluctuating
charge models.27,32-35 The set of electrostatic parameters
(charges and polarizabilities) is obtained by optimizing the
function

where the index p sums over different positions of the test
charge around the model compound. Eq 4 measures the

deviations of the ESP between the MM and QM results. The
optimal parameters are determined with an additional
restraint,ør

2. Such a restraint is necessary because the charge
fitting problem is underdetermined,36,37 and an unrestrained
fit (though it may fit the ESP well at the grid points) can
often lead to a set of charges with poor chemical significance
and limited usefulness for a force field. This problem is
particularly evident with buried atoms whose partial charges
contribute little to the ESP.36 The restrained fitting scheme
employed here is similar to the RESP scheme of Bayly et
al.37 The ør

2 term in eq 4 provides a penalty for deviations
of the fitted parameters relative to chosen reference values.
The functional form of the restraint potential is a flat well
potential and deviations within a defined interval|qref - qflat,
qref + qflat| receive no penalty, while larger deviations feel a
parabolic restraint given by

wherew is a weighting factor for the restraint. The reference
values are adopted from two sources. The PARAM22 force
field of CHARMM1,38,39is used to provide a set of reference
values for the atomic charges.21 The atomic polarizabilities
of Miller,40 derived from experimental gas-phase molecular
polarizabilities, are used as a reference for the Drude
oscillator parameters. The Miller parameters assign additive
atomic polarizabilities to atom types based on the hybridiza-
tion state of the atom including hydrogen atoms. The
reference polarizabilities were constructed by adding the
Miller polarizabilities of hydrogen atoms to their covalently
bonded heavy atom.21

The MM models containing virtual sites and anisotropic
polarizabilities have additional parameters (geometry of the
virtual sites and the components of the force constant tensor)
that must be fitted to QM data. The virtual site geometry is
determined iteratively using the aforementioned charge/
polarizability fitting procedure. An initial guess is obtained
from an atoms in molecules (AIM)41 analysis of the electron
density, by which the positions of lone pairs can be mapped
to local maxima in the negative of the Laplacian of the
density. The charges are then fit using the above protocol.
The reference charge values for the lone pair containing
atoms are shifted to the virtual sites, and the charge on the
corresponding atom site is restrained to zero during the fitting
procedure. Further refinement of the lone pair positions is
accomplished by comparing the static (unperturbed) ESP,
φstat, along an arc spanning a plane containing the lone pair-
(s) at a distance of 2 Å from the reference atom (i.e. oxygen
or nitrogen for the molecules studied) site. Using this
geometry, all core charges and isotropic atomic polarizabili-
ties are resolved from the RESP electrostatic potential fitting
procedure outlined above. The generalization to anisotropic
atomic polarizabilities in the model requires an additional
step in the parametrization process. A+0.5e test charge is
placed on the arc positions, and the perturbed ESP (φpert) is
evaluated at the position of the test charge. Defining the
contribution arising from the polarization of the molecule
in response to external perturbation asφpol, equal to the
difference between the perturbed and unperturbed ESP, the

Sij(rij) ) 1 - (1 +
arij

2(RiRj)
1/6)e-arij /(RiRj)1/6

(3)

ø2[R, q] ) ∑
p,grid

[φp,grid
QM - φp,grid

MM ]2 + ør
2 (4)

ør
2 ) ∑

i

wi[qi - qref,i]
2 (5)
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components of the force constant matrixK are determined,
through a trial and error procedure, to match the QM result
for φpol.

The atom LJ parameters, with the exception of oxygen or
nitrogen, are taken from the PARAM22 force field of
CHARMM.1,38,39For interaction energies with water, the LJ
parameters on oxygen or nitrogen are varied to best reproduce
the QM interaction energies. For interaction energies with
the sodium cation, the LJ on the oxygen or nitrogen and if
necessary the LJ parameters on the virtual sites are varied
to best reproduce the QM interaction energies. The model
parameters are given in the Supporting Information.

3. Computational Details
QM calculations were carried out using the Gaussian 03 suite
of programs.42 The first step in the parametrization is to
obtain optimized geometries. The MP2(fc)/6-31G(d) level
of theory and basis set found to give molecular geometries
consistent with experiment43 was used in the present work.

The QM ESP maps were evaluated using density func-
tional theory with the B3LYP functional44,45 and the aug-
cc-pVDZ basis set. This combination has been shown to give
good agreement with molecular polarizabilities and gas-phase
dipole moments.21 Minimization of eq 4 to arrive at the
electrostatic parameters of the force field was carried out
using the FITCHARGE module in CHARMM.31 The QM
ESP arcs used to parametrize the virtual site location, and

polarizability components of the anisotropic Drude oscillator
were also evaluated using the B3LYP/aug-cc-pVDZ com-
bination.

Optimized interaction energies and geometries for the
model compounds with individual water molecules or sodium
ions were obtained by minimizing along selected intermo-
lecular distance coordinates while keeping the geometries
of the model compounds and water fixed. The interaction
energy is evaluated as the difference between the resultant
minimum energy conformer and the respective monomers.
MP2 calculations with the 6-311+G* basis set were done
to locate the position of the minima for each dimer (both
water and sodium). This was followed by MP2 calculations
with the 6-311+G(3df,2p) basis set and the removal of basis
set superposition error.46 Polarization and diffuse functions
were included to give a faithful representation of the
polarization response. The LJ minimum for the MM models
was varied until good agreement for the lowest energy
conformation was achieved.

Computations designed to probe the breakdown of linear
response used electrostatic perturbations with a test charge
as large as 2.0ewithin 2 Å of thecarbonyl oxygen of acetone.
To achieve an accurate representation of the electronic
response in the presence of such a large perturbation, MP2
calculations with the 6-311+G(3df,2p) basis set were again
used in the evaluation ofφstat, φpol, and the interaction energy.

The size of the force constant in eq 2 is not a variable in

Figure 1. Location of arc point positions used to probe the local ESP. The arc point positions are represented by black spheres.
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the parameter optimization. The value is chosen to be
sufficiently large such that Drude oscillator displacements,
for typical field strengths found in biomolecular systems,
remain small relative to interatomic distances. This is done
to ensure that the model does not deviate strongly from the
point dipole limit. Previous work with an isotropic polariz-
able Drude model of water used a value ofkD ) 1000 kcal/
mol/Å2.19 Consistent with this choice the components of the
anisotropic Drude oscillators were chosen so that the trace
of the tensor has a similar value (i.e. tr{KD} ≈ 1000 kcal/
mol/Å2).

4. Results and Discussion
4.1. Parametrization and the Electrostatic Potential Arcs.
The ESP calculated along “in-plane” and “out-plane” arcs,
used to probe the electrostatic environment of the lone pairs,
are defined by two angles and the distance from the reference
heavy atom. For acetone and methanol, the in-plane arc spans
a plane containing both virtual sites and the reference heavy
atom. For methylamine and pyridine the in-plane arc spans
a plane containing the virtual site and the heavy atoms of
the molecule. The in-plane arc, which varies with the angle
θ, is illustrated in Figure 1 for each molecule. The out-plane
arc spans a plane orthogonal to the first. The out-plane arc,
which varies with the angleΦ, is shown in Figure 1 for each
molecule. In the figure, the arc point positions are represented
by black spheres. For acetone, methylamine, and pyridineθ
is the C-O-X (or C-N-X) angle, where C is the carbonyl
carbon of acetone or the carbon 4 atom of pyridine and X
denotes positions along the arc. The angleΦ is defined by
the Xin-plane-O-X (or Xin-plane-N-X) positions where
Xin-plane is the in-plane arc position atθ ) 180 for acetone
and pyridine andθ ) 105 for methylamine. For methanol
Φ is the C-O-X angle andθ is the Xout-plane-O-X (or
Xout-plane-N-X) angle where Xout-plane is at Φ ) 105. The
total ESP at the position of the 0.5e test charge is presented
in panel C of Figures 2-5 for the four molecules. The static
and polarization contributions to the ESP are presented in
panels A and B, respectively. In each plot the black solid
line is the QM result, the red dashed line is the model
optimized using the original protocol (NOLP+ISO), the
green solid line is the MM model with virtual sites and
isotropic Drude oscillators (LP+ISO), and the blue-cross line
is the MM model with virtual sites and anisotropic Drude
oscillators on the reference heavy atoms (LP+ANISO).

The position of the virtual sites is not part of the function
minimized in the charge fitting protocol (see eq 4). As stated
in section 2.2, an initial guess for the virtual site geometry
follows from an AIM analysis of the electron density. In an
iterative process the geometry is modified followed by the
minimization of eq 4 until qualitative agreement between
the QM φstat and the MMφstat (see panel A) is obtained.
This is the LP+ISO model. The final virtual site geometries
of each model are reported in the Supporting Information.
The improved agreement between QM and the MM models
using virtual sites with respect to the in-plane arcs is clear
for all four molecules. The NOLP MM models do not give
a strong enoughφstat at arc positions that are approximately
coordinated with the lone pairs (θ ) 120 for acetone,θ )

60 for methanol,θ ) 110 for methylamine, andθ ) 180
for pyridine). This is corrected by the addition of virtual sites,
which yields an unperturbed ESP in better agreement with
the QM result. It may be noted that the LP+ANISO and
LP+ISO models are nearly equivalent with respect to the
unperturbed ESP, making only the plot for LP+ANISO
visible in the plots. Similar improvement is also seen for
the out-plane arc in methylamine and pyridine where addition
of a virtual site increases the strength ofφstat along the lone
pair direction leading to improved agreement with the QM
static ESP. For acetone and methanol it appears that the
orthogonal out-plane arc is already well represented by the
NOLP models, and addition of the virtual site provides little
improvement.

The plots of the polarization ESP (panel B) show the effect
lone pairs have on the electronic response of the molecule.
The standard MM model, which uses isotropic atomic
polarizabilities (ISO), gives a response along the arc that is
approximately uniform. Some anisotropy is present in the
response of the ISO models due to the screened Coulomb

Figure 2. The ESP along an arc 2 Å from the oxygen of an
acetone monomer is plotted in panel (A). The polarization
contribution and total ESP from acetone in the presence of a
0.5e test charge is plotted in panels (B) and (C), respectively.
The perturbed ESP is calculated at the position of the 0.5e
test charge.
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interactions between induced Drude dipoles. However, over
the local coordinates probed by the arcs, this effect is small
and qualitatively opposes the trend seen in the anisotropy
of the QM response. The local QM response reflects a
stronger polarization around the lone pair regions, which
seems intuitive given the greater electron density in that
region. The magnitude in the discrepancy between the
standard MM model and QM is not small for the 0.5e test
charge. In fact for the in-plane arc of acetone the difference
in the ESP is approximately 0.02 e/Å comparable in
magnitude to the improvement found in the static field by
the addition of virtual sites. For lone pair containing heavy
atoms, the components of the Drude force constant tensor
(KD) are varied to model the local asymmetry in the
electronic response (see eq 2).

Like the virtual site geometry the relative magnitude of
the components ofKD is not part of the parameter fitting
function, eq 4. The polarization ESP computed on the
aforementioned QM arcs is used to parametrize the compo-
nents of the force constant tensor. The value of the Drude

oscillator charge, initially fit against eq 4 for the LP+ISO
model, is scaled as the components of the force constant
tensor are varied (keeping the trace approximately constant)
until satisfactory agreement with the response curves from
QM is found. This yields the LP+ANISO model. The
polarization ESP for the resulting model is plotted as the
blue-cross curve. By strengthening the polarizability along
the LP direction, excellent agreement with the QM response
is achieved for the models of acetone, methanol, and
methylamine. The response curve for pyridine, which is
approximately isotropic, already shows good agreement with
the ISO models.

4.2. Interaction Energies. Interaction energies with a
single water molecule are computed to probe the hydrogen
bonding environment of the model compounds and serve to
test the new MM model. In addition, we investigate interac-
tions between the model compounds and a monovalent cation
(sodium) to test the model under strong electric field
conditions. Comparison to QM interaction energies are made
for dimer conformations that correspond to an optimization

Figure 3. The ESP along an arc 2 Å from the oxygen of an
methanol monomer is plotted in panel (A). The polarization
contribution and total ESP from methanol in the presence of
a 0.5e test charge is plotted in panels (B) and (C), respec-
tively. The perturbed ESP is calculated at the position of the
0.5e test charge.

Figure 4. The ESP along an arc 2 Å from the nitrogen of an
methylamine monomer is plotted in panel (A). The polarization
contribution and total ESP from methylamine in the presence
of a 0.5e test charge is plotted in panels (B) and (C),
respectively. The perturbed ESP is calculated at the position
of the 0.5e test charge.
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along an intermolecular distance coordinate between the
oxygen or nitrogen atom of the model compound and the
hydrogen bond forming hydrogen of water or sodium ion.
The conformations resulting from this partial minimization
are presented in Figure 6. The conformation labels indicate
whether the water/ion is coincident with the previously
defined in-plane or out-plane and the angleθ. The model/
sodium conformations (not illustrated) probe the same
coordinates.

For water, the results for the optimized energies and the
difference between QM and MM are presented in Table 1.
The average error over the suite of conformations is presented
in Table 2. The results for acetone and methanol illustrate
the failure of the NOLP+ISO MM model to predict the
location of the lowest energy orientation (coordinated with
the lone pair in QM). The LP models (both ISO and ANISO)
lead to the correct prediction for the ordering of interaction
energies and significantly improve the average error over
all conformations. For methylamine a significant improve-
ment is seen in the interaction energies with water. The

energy difference between QM and MM is reduced by
greater than 1 kcal/mol for the conformation labeled “in-
150”, and the average error falls from 0.7 kcal/mol in the
NOLP model to 0.2-0.1 kcal/mol for the LP models. A
similar improvement is seen with pyridine where the energy
difference for the out-of-plane conformation “out-180” is
reduced by 0.6-0.8 kcal/mol for the LP models. The addition
of anisotropic Drude oscillators gives a modest additional
improvement to the observed results leading to smaller
energy differences with the QM results relative to the
LP+ISO model.

For sodium, the results for the optimized energies and the
difference between QM and MM are presented in Table 3.
To achieve a satisfactory level of accuracy, it was necessary
to place additional LJ interactions centered on the positions
of the virtual lone pair sites. The need for such an empirical
correction possibly reflects the breakdown of linear response
caused by the large distortion in the electron density in the
presence of a large electrostatic perturbation. The average
errors presented in Table 4 show a marked improvement for
the models that use virtual sites relative to the NOLP model.
Including anisotropy leads to a further reduction in the
average error.

4.3. Linear Response Regime.For polarizable MM
models the response of the polarizable degrees of freedom

Figure 5. The ESP along an arc 2 Å from the nitrogen of an
pyridine monomer is plotted in panel (A). The polarization
contribution and total ESP from pyridine in the presence of a
0.5e test charge is plotted in panels (B) and (C), respectively.
The perturbed ESP is calculated at the position of the 0.5e
test charge.

Table 1. Interaction Energy and the Energy Difference
between QM and MM from a Partial Radial Optimization of
a Model Compound/Water Dimera

NOLP + ISO LP + ISO LP + ANISO

orientation
QM
Emin Emin Ediff Emin Ediff Emin Ediff

Acetone
in-120 -5.1 -3.8 1.3 -4.7 0.4 -4.9 0.2
in-180 -4.1 -4.0 0.1 -3.6 0.5 -3.6 0.5
out-180 -3.8 -4.0 0.2 -3.7 0.1 -3.7 0.1

Methanol
out-105 -4.6 -4.6 0.0 -4.6 0.0 -4.7 0.1
in-105 -4.3 -4.7 0.4 -4.1 0.2 -4.1 0.2
in-180 -2.1 -2.5 0.4 -2.0 0.1 -2.0 0.1

Methylamine
in-105 -6.4 -6.5 0.1 -6.2 0.2 -6.4 0.0
out-105 -4.8 -5.4 0.6 -4.5 0.3 -4.6 0.2
in-150 -2.1 -3.5 1.4 -2.3 0.2 -2.3 0.2

Pyridine
in-180 -6.3 -6.3 0.0 -6.3 0.0 -6.3 0.0
in-150 -4.9 -5.2 0.3 -5.0 0.1 -5.0 0.1
out-180 -4.4 -5.3 0.9 -4.1 0.3 -4.2 0.1
a All energies are in kcal/mol. The orientations correspond to

conformations illustrated in Figure 6.

Table 2. Average Error (AE) of MM with Respect to QM
for Interaction Energies (kcal/mol) of Model Compound/
Water Dimers from Partial Radial Optimization

molecule
NOLP + ISO

AE (Emin)
LP + ISO
AE (Emin)

LP + ANISO
AE (Emin)

acetone 0.6 0.3 0.3
methanol 0.3 0.1 0.1
methylamine 0.7 0.2 0.1
pyridine 0.4 0.1 0.1
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is typically assumed to be linearly proportional to an
electrostatic perturbation. This approximation is exact for a
model potential energy that is quadratic in the polarizable
degrees of freedom such as polarizable point dipole models22

and fluctuating charge models47 where the polarizable degrees

of freedom are the magnitude of the dipoles and atomic
centered charges, respectively. This condition is not strictly
held in the Drude oscillator model, where the electric field
is evaluated at the position of the mobile auxiliary particle.
For weak perturbations and/or a very stiff spring constant
the Drude displacements are much smaller than the inter-
atomic distance (rij), and the effective response is linear. For
large electrostatic perturbations the Drude model, like the
real QM molecule, will deviate from linear response. In this
nonlinear regime we do not expect the Drude model to
successfully model the QM data. Such limitations notwith-
standing, the present implementation of the Drude model with
a negative (rather than the positive) Drude particle21,48 does
deviate from the linear response regime in the same direction
as the real QM case. In this section we investigate the level
of accuracy possible with these MM models (both LP models
are investigated) by measuring the degree to which the QM
molecule response deviates from the linear regime for
electrostatic charge perturbations of varying magnitude (0.5e,
1.0e, 2.0e) and compare with the Drude models.

Figure 6. Location of water after partial radial optimization of model compound/water dimer.

Table 3. Interaction Energy and the Energy Difference
between QM and MM from a Partial Radial Optimization of
a Model Compound/Sodium Dimera

NOLP + ISO LP + ISO LP + ANISO

orientation
QM
Emin Emin Ediff Emin Ediff Emin Ediff

Acetone
in-120 -24.5 -24.7 0.2 -24.6 0.1 -24.5 0.0
in-180 -29.9 -31.9 2.0 -30.9 1.0 -29.7 0.2
out-180 -23.2 -25.1 1.9 -23.9 0.7 -24.7 1.5

Methanol
in-45 -20.2 -19.6 0.6 -19.8 0.4 -20.9 0.7
in-0 -21.7 -22.1 0.4 -21.2 0.5 -21.5 0.2
out-0 -13.6 -14.2 0.6 -13.5 0.1 -13.7 0.1

Methylamine
in-105 -26.2 -26.0 0.2 -26.5 0.3 -27.2 1.0
out-105 -11.9 -15.0 3.1 -13.4 1.5 -13.1 1.2
in-150 -20.8 -21.8 1.0 -22.1 1.3 -21.0 0.2

Pyridine
in-180 -29.8 -29.9 0.1 -29.9 0.1 -30.0 0.2
in-150 -25.7 -26.5 0.8 -27.2 1.5 -27.3 1.6
out-180 -23.8 -21.1 2.7 -22.8 1.0 -23.5 0.3

a All energies are in kcal/mol. The orientations correspond to
conformations similar to those illustrated in Figure 6 for water.

Table 4. Average Error (AE) of MM with Respect to QM
for Interaction Energies (kcal/mol) of Model Compound/
Sodium Dimers from Partial Radial Optimization

molecule
NOLP + ISO

AE (Emin)
LP + ISO
AE (Emin)

LP + ANISO
AE (Emin)

acetone 1.4 0.6 0.6
methanol 0.5 0.3 0.3
methylamine 1.4 1.0 0.8
pyridine 1.2 0.9 0.7
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The total interaction energy between a polarizable mol-
ecule and a test charge (qtest) can be written as

where φ(q) is the total electrostatic potential from the
molecule at the position of the perturbing charge. In the linear
response approximation, it is assumed thatφ(q) ) A + Bq,
and the interaction energy becomes

The constantA corresponds to the electrostatic potential in
the absence of a perturbing charge,φstat ) φ(q ) 0). The
constantB, a measure of the change in the electrostatic
potential to the presence of a test charge, is thus (φ(qtest) -
φstat)/qtest which is equal toφpol/qtest. The computation ofElr

follows from a similar breakdown of the ESP into static (φstat)
and polarization (φpol) contributions performed in the elec-
trostatic model parametrization (see section 2.2). A series
of single point calculations of the ESP are carried out at
positions corresponding to the minimum energy for the model
compound/sodium dimer. The static field contribution toElr,
corresponding to the first term in eq 7, is taken from the
ESP in the absence of a test charge. The contribution toElr

from polarization, the second term in eq 7, is taken from
the difference in the ESP in the presence and absence of a
test charge. To examine the validity of linear response, the
computed value forElr is compared to the actual QM
interaction energy, taken as the difference between the energy
of the complex and the energy of the monomer. The results
were particularly sensitive to the basis set chosen. Therefore
the results for a large basis set including diffuse and
polarization functions (6-311+G(3df,2p)) is presented in this
article. Along with the interaction energy (E and Elr) the
aforementioned static and polarization components ofElr are
recorded for acetone in Tables 5-7 for the 0.5e, 1.0e, and
2.0e charge, respectively. The conformations corresponding
to the in-120 and in-180 labels are similar to those plotted
for the model compound/water dimer (see Figure 6). The
same calculations were then carried out for the LP+ISO and
LP+ANISO MM models.

For the 0.5e charge, linear response holds almost exactly
in both the QM and MM calculations. As expected, from
fitting to the ESP, the LP+ANISO model improves the
accuracy of the polarization contribution to the interaction
energy and gives the best overall agreement with the QM
result. For the 1.0e test charge, the energies begin to deviate
by approximately 0.5-2.5 kcal/mol from the linear response
regime. Somewhat encouraging is that the deviation in the
interaction energy caused by nonlinear effects arising from
finite Drude displacements in the MM model are in the same
direction as the QM calculation. Only the LP+ANISO model
gives interaction energies that lie within the linear response
resolution.

For the 2.0e charge, the deviations from linear response
become quite severe (≈50 kcal/mol). The large deviations
would appear to reflect poorly on the effectiveness of linear
response models (point dipole and fluctuating charge) and
approximate linear response model (Drude oscillators) to
accurately model interactions with divalent ions such as
calcium and magnesium. However one should keep in mind
that this experiment is performed in the gas phase. As noted
in previous work,20,35,49 contributions to the electronic
response in the gas phase from diffuse portions of the
electron wave function are reduced in a condensed phase

Table 5. Breakdown of Interaction Energy between
Acetone and a 0.5e Test Chargea

model qφstat 0.5qφpol Elr E Ediff

θ ) 120, d ) 2.286 Å
QM -10.7 -3.8 -14.5 -14.4 0.1
LP+ISO -11.2 -2.7 -13.9 -13.9 0.0
LP+ANISO -11.2 -3.4 -14.6 -14.5 0.1

θ ) 180, d ) 2.1883 Å
QM -13.1 -3.4 -16.5 -16.3 0.2
LP+ISO -13.4 -3.4 -16.8 -16.7 0.1
LP+ANISO -13.4 -3.3 -16.7 -16.6 0.1

a All values are in kcal/mol. Calculations for conformations at θ )
120 and θ ) 180 are presented. Shown are the static (qφstat) and
polarization (0.5qφpol) contribution to the energy predicted from linear
response (Elr), the actual interaction energy (E), and the difference
between them (Ediff). The models presented include the QM molecule
and the LP+ISO and LP+ANISO Drude oscillator models.

Table 6. Breakdown of Interaction Energy between
Acetone and a 1.0e Test Chargea

model qφstat 0.5qφpol Elr E Ediff

θ ) 120, d ) 2.286 Å
QM -21.3 -19.3 -40.6 -38.0 2.6
LP+ISO -22.3 -11.8 -34.1 -33.6 0.5
LP+ANISO -22.5 -15.8 -38.3 -36.9 1.4

θ ) 180, d ) 2.1883 Å
QM -26.2 -15.3 -41.5 -40.2 1.3
LP+ISO -26.8 -14.9 -41.7 -40.7 1.0
LP+ANISO -26.8 -14.2 -41.0 -40.2 0.8

a All values are in kcal/mol. Calculations for conformations at θ )
120 and θ ) 180 are presented. Shown are the static (qφstat) and
polarization (0.5qφpol) contribution to the energy predicted from linear
response (Elr), the actual interaction energy (E), and the difference
between them (Ediff). The models presented include the QM molecule
and the LP+ISO and LP+ANISO Drude oscillator models.

Table 7. Breakdown of Interaction Energy between
Acetone and a 2.0e Test Charge a

model qφstat 0.5qφpol Elr E Ediff

θ ) 120, d ) 2.286 Å
QM -42.9 -151.0 -193.9 -146.7 47.2
LP+ISO -44.7 -56.3 -101.0 -94.6 6.4
LP+ANISO -44.7 -130.1 -174.8 -124.9 49.9

θ ) 180, d ) 2.1883 Å
QM -52.4 -115.0 -167.4 -128.8 38.6
LP+ISO -53.7 -78.4 -132.1 -119.1 13.0
LP+ANISO -53.6 -71.1 -124.7 -115.0 9.7

a All values are in kcal/mol. Calculations for conformations at θ )
120 and θ ) 180 are presented. Shown are the static (qφstat) and
polarization (0.5qφpol) contribution to the energy predicted from linear
response (Elr), the actual interaction energy (E), and the difference
between them (Ediff). The models presented include the QM molecule
and the LP+ISO and LP+ANISO Drude oscillator models.

E ) ∫0

qtest dqφ(q) (6)

Elr ) Aqtest+
1
2
Bqtest

2 (7)
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environment due to repulsive interactions with neighboring
molecules. It may be the case that this would decrease not
only the polarizability but also the degree to which the
response of these molecules deviates from the linear response
regime. If these deviations are indicative of the response in
aqueous ionic systems, it may be necessary to incorporate
additional features (e.g. an anharmonic restoring force to the
Drude particles) to properly model the polarization effects
when linear response breaks down.

4.4. Conclusions.In the present manuscript we investigate
the components of the electrostatic potential, in the vicinity
of functional groups containing lone pairs, for a set of small
molecules. Included are the nitrogen of pyridine and meth-
ylamine, the carbonyl group of acetone, and the hydroxyl
group of methanol. Three models, incorporating virtual sites
to represent the lone pairs and the local polarization
anisotropy, were parametrized and compared with ab initio
electronic structure calculations for a system containing the
molecule and a perturbing charge of magnitude+0.5e. Use
of virtual sites representing lone pairs and anisotropic atom-
based polarizabilities allows for the model to better reproduce
the anisotropy of interactions with the environment, thereby
improving the ability of the model to reproduce atomic detail
interactions. Only the model using both virtual sites and
anisotropic Drude oscillators is able to capture all the features
of the local QM electrostatic potential. Dimer energies with
water and sodium show a marked improvement for models
that incorporate virtual sites in the representation of lone pairs
relative to QM calculations. The MM model that incorporates
virtual sites and anisotropic atomic polarizabilities for lone
pairs will be implemented into an empirical force field that
explicitly includes electronic polarizability via Drude oscil-
lators.

Notably absent from the preceding analysis is a water
model. Although water does indeed have lone pairs, the use
of a TIP4P-like50 virtual site (charge on oxygen is shifted
off the atom along the HOH bisector) by the Drude water
model (SWM4-NDP20) that will accompany the rest of the
biomolecular force field appears to provide the level of detail
necessary to accurately reproduce the water dimer geometry.
Furthermore the nearly isotropic experimental molecular
polarizability51 of water appears to make the addition of an
anisotropic Drude oscillator unnecessary for this molecule.
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Abstract: A combination of Car-Parrinello molecular dynamics (CP-MD) and high-level ab

initio quantum chemical calculations has been used to calculate the electronic absorption

spectrum of formamide at finite temperatures. Thermally broadened spectra have been obtained

by averaging over a large number of single-point multireference configuration interaction excitation

energies calculated for geometries sampled from a CP-MD simulation. Electronic excitation

spectra of possible contaminants ammonia and formamidic acid have also been computed.

Ammonia exhibits a strong peak in the shoulder region of the experimental formamide spectrum

at 6.5 eV, and formamidic acid has a strong absorption above 7.5 eV. The calculations reproduce

the shape of the experimental absorption spectrum, in particular, the low-energy shoulder of

the main peak, and demonstrate how finite-temperature electronic absorption spectra can be

computed from first principles.

1. Introduction
A major goal of current research in molecular biology is the
determination and understanding of protein structure. X-ray
crystallography can determine protein structure at the atomic
level. However, many proteins cannot be crystallized, and
there may be differences between the crystal and solvated
structures. These disadvantages coupled with time-resolved
spectroscopy, which can monitor the evolution of protein
structure, have led to continued interest in spectroscopic
probes of protein structure.1,2

Electronic circular dichroism (CD) spectroscopy is used
extensively as a measure of the helical content of proteins.
Theoretical calculations of protein CD hold the key to
establishing and quantifying the link between the measured
spectra and the underlying structural information. To date,
the most accurate theoretical calculations of protein circular
dichroism spectroscopy use small amides as models of the
backbone chromophore.3 This role as a model for the repeat-
ing unit in the protein backbone has motivated many studies

into the electronic structure of amides. In particular, many
theoretical and experimental investigations of the excited
states of formamide in the gas phase4-15 and in solution4,15-22

have been reported. In addition to characterizing the spec-
troscopy of an important system, these studies provide a basis
for improving our understanding and simulation of the
spectroscopy of proteins.

In the gas phase,13 the electronic spectrum of formamide
is dominated by an intense band at 7.4 eV, often labeled the
V1 band, arising from aπnbπ* (nonbondingπ orbital to
antibondingπ* orbital) transition. At about 5.5 eV is a much
weaker band arising from thenπ* (lone pair on an oxygen
to an antibondingπ* orbital) transition. The spectrum is also
characterized by a number of sharp peaks that are attributed
to Rydberg excitations. At a higher energy is the Q band
that was originally assigned to aπbπ* excitation, although
later work has shown it to arise from a superposition of
Rydberg excitations.14

In recent years, there has been a number of theoretical
studies of the excited states of formamide employing a range
of methodologies. Multireference configuration interaction
(MRCI) calculations were reported by Hirst et al.10 These
provided an accurate description of the Rydberg states, but
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the predictedπnbπ* excitation energy was too high. This was
attributed to Rydberg-valence mixing and was not improved
significantly with the use of a larger active space. Rydberg-
valence mixing occurs because the average state MRCI
calculation includes a number of Rydberg states in addition
to the valencenπ* and πnbπ* states. The Rydberg states are
optimized at the “cost” of the valence states, resulting in
the valence states being too diffuse with corresponding
energies that are too high. The complete active space self-
consistent field with multiconfigurational perturbation theory
(CASSCF/CASPT2) study of Serrano-Andre´s and Fu¨lscher
overcame this problem with a two-step procedure comprising
a calculation of the Rydberg state energies followed by a
subsequent calculation with the Rydberg states “deleted” to
determine the valence state properties.11 These calculations
predicted a value of 7.41 eV for theπnbπ* excitation energy,
in agreement with experimental results.

These calculations represent each electronic transition with
a single energy and oscillator strength. The direct calculation
of electronic spectra represents an important challenge for
theory. Broadening of the spectral lines can occur through
thermal and electronic effects, resulting in the spectral bands
observed in experimental results. The electronic spectrum
of formamide has been simulated using a combination of
molecular dynamics and quantum chemical calculations to
model the thermal broadening of the spectral lines. Doltsinis
and Sprik14 used a combination of Car-Parrinello molecular
dynamics (CP-MD) and time-dependent density functional
theory (TDDFT) to calculate the electronic spectrum of
formamide at room temperature. However, the sampling of
configuration space in this study was poor, and the TDDFT
Rydberg excitation energies were lacking the important
Rydberg corrections. Later work15 used classical molecular
dynamics simulation with TDDFT to model the electronic
spectra of a number of amides, including formamide. Both
of these studies reproduced important spectral features
observed in experimental results but failed to explain certain
characteristics of the experimental spectra such as the low-
energy shoulder of the main peak around 7.4 eV.

In this work, we reinvestigate the excited states of
formamide with MRCI. An improved description of thermal
broadening is achieved by averaging over a large number
of finite temperature configurations sampled from CP-MD
simulations. The thermally averaged results using CP-MD
will be compared in detail to those obtained using a classical
force field. To partially mimic nuclear quantum effects which
smear out the distribution function of the atomic nuclei, we
have also carried out CP-MD simulations at increased
temperatures23,24 and studied the effect on the absorption
spectrum. Furthermore, we discuss for the first time the
absorption spectra of the possible contaminants ammonia and
formamidic acid.

2. Computational Details
CP-MD25,26simulations of formamide have been carried out
at three different temperatures, 300, 400, and 500 K. The
calculations were performed in a periodically repeated
orthorhombic unit cell of size 10× 8 × 10 Å using the
BLYP exchange-correlation functional27,28and a plane-wave

basis truncated at 70 Ry in conjunction with Troullier-
Martins pseudopotentials.29 The system was first brought to
thermal equilibrium in a thermostated run over more than
2 ps using a Nose´-Hoover chain30,31 for each degree of
freedom. In the production run of about 15 ps in length, a
single Nose´-Hoover chain was used for the whole system
to reproduce the canonical ensemble. The propagation of both
the fictitious electronic and the nuclear degrees of freedom
was carried out with a time step of 4 au; a fictitious mass of
400 au was ascribed to the former. Analogous CP-MD
simulations were performed for gas-phase ammonia using
the same settings as those for formamide. Merely the unit
cell was changed to a simple cubic box of length 9 Å. From
each production run, a set of 100 molecular structures was
extracted at intervals of 1000 MD steps (roughly 100 fs).

Classical molecular dynamics simulations were performed
using the CHARMM program32 with the CHARMM22 all-
hydrogen parameters.33 All simulations had a time step of
1 fs and consisted of a heating time of 6 ps in which the
temperature was raised from 0 to 300 K followed by an
equilibrium period of 12 ps. In the first simulation, denoted
class-short, 100 structures were drawn at 20 fs intervals from
a 200 ps simulation. The second set of 100 structures,
denoted class-long, were taken from 10 independent 200 ps
simulations at 2 ps intervals. These classical simulations are
described in more detail elsewhere.15

We would like to emphasize at this point that we obtain
thermally broadened electronic excitation spectra by averag-
ing over 100 vertical excitation spectra calculated at the
different geometries sampled from a ground-state trajectory.
A full quantum-mechanical treatment would also require
calculation of the overlap between the nuclear wave functions
of the ground state and all excited states. However, this is
currently unfeasible for the large number of electronic states
and structures considered here.

Excited-state calculations were performed using the MOL-
PRO suite of programs.34 Reference orbitals for the MRCI
calculations were obtained from state averaged multi-
configurational self-consistent field calculations (MCSCF).
The MP2/6-31+G** equilibrium geometry withCs symmetry
from an earlier study10 was used. The (9,0;16,6) active space
comprising nine a′ and zero a′′ closed orbitals with seven a′
and six a′′ active orbitals was chosen. The active a′ orbitals
include then, 3s, 3px, 3py, 3dxy, 3dx2-y2, and 3dz2 orbitals,
while the active a′′ orbitals are theπb, πnb, π*, 3pz, 3dxz,
and 3dyz orbitals (with formamide in thexy plane). In the
MRCI calculations, 10 A′ states and nine A′′ states were
calculated using the projection procedure introduced by
Knowles and Werner.35 However, these calculations give
poor excitation energies and properties for thenπ* and πnb-
3s states. The source of this problem lies with the MCSCF
reference calculation, which predicts thenπ* state to lie
above theπnb3s state. To obtain accurate values for these
states, a second state averaged MRCI calculation over the
two lowest A′′ states was performed. The d-aug-cc-pVDZ
and d-aug-cc-pVTZ basis sets36-38 were used for these
calculations. Structures drawn from molecular dynamics
simulations haveC1 symmetry. For these calculations, the
projection procedure was employed to determine the lowest
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20 states. Again, the poor MCSCF reference led to problems
for the nπ* and πnb3s states. The excitation energies and
transition dipole moments for thenπ*, πnb3s, andn3s states
were taken from separate state averaged MRCI calculations
over the four lowest states. All calculations used the d-aug-
cc-pVDZ basis set.

In addition to formamide, calculations have also been
performed to assess the effect of likely contaminants on the
absorption spectrum. The excited states of formamidic acid
have been computed at the ground-state equilibrium MP2/
6-31+G** structure withCs symmetry. A similar protocol
to formamide was used, with the (9,0;16,6) active space and
d-aug-cc-pVDZ basis set. For formamidic acid, averaging
over structural snapshots drawn from MD simulations was
not performed and a spectrum was generated by representing
transitions with a Gaussian function with a bandwidth of
0.2 eV to mimic the thermal broadening. Ammonia was also
studied at the MRCI/d-aug-cc-pVDZ level. An active space
of (2;10) was chosen and the lowest five states computed
using the projection procedure. The electronic absorption
spectrum was generated on the basis of 100 snapshots drawn
from the CP-MD simulation.

3. Results and Discussion
Table 1 shows the computed excitation energies and per-
manent and transition dipole moments for the equilibrium
(Cs) structure computed with the d-aug-cc-pVDZ basis set.
The main focus of studies of amide excited states is theπnbπ*
state because this transition dominates the electronic absorp-
tion and CD spectra. The calculations predict an excitation
energy of 7.33 eV. This lies close to the value from the
experiment of 7.4 eV. Previous studies have shown accurate
calculation of this excited state to be problematic because
of Rydberg-valence mixing.10,11Our calculations differ from
this previous work because a much larger basis set is used.

In particular, the d-aug-cc-pVDZ contains a number of
diffuse basis functions that are appropriate for describing
Rydberg states. This indicates that the Rydberg-valence
mixing and associated poor description of theπnbπ* excited
state is an artifact of the small basis set. This is reasonable
because a large basis set should be sufficiently flexible to
describe both Rydberg and valence states and, in conjunction
with MRCI with a large active space, should be accurate.
The calculations predictπnbπ* to be the most intense,
although the computed oscillator strength is less than the
estimated experimental value in solution.11

The other important valence state is thenπ* state. This
state is weak and difficult to characterize in experiments.
The predicted excitation energy of 5.76 eV is in agreement
with experimental and previous calculations.11,19Most of the
intensities for the remaining Rydberg states are low. The
exceptions are theπnb3s andn3p states on the low-energy
side of theπnbπ* state andn3p, πnb3p, andn3d excitations
on the high-energy side. Table 2 shows results for the larger
d-aug-cc-pVTZ basis set. There is little change in the cal-
culated excitation energies. However, for some of the higher-
lying Rydberg states, there are some significant changes in
the computed dipole moments. This indicates that there are
not sufficient basis functions in the smaller basis set to
describe these states. Overall, there is good agreement
between the absorption spectra predicted with the two basis
sets, and the smaller d-aug-cc-pVDZ basis set is used in
subsequent calculations.

Figure 1 shows the computed spectra based on CP-MD
simulations at 300, 400, and 500 K with the experimental
spectrum reported by Gingell et al.13 shown in bold. At
300 K, the spectrum generally has the correct shape with an
intense band at the correct energy arising predominantly from
theπnbπ* transition. The calculated spectrum also shows the
formation of a shoulder between 6 and 7 eV comprisingπ3s

Table 1. MRCI/d-aug-cc-pVDZ Excitation Energies, ∆E (in eV); Permanent and Transition Dipole Moments, µ and µT (in
debye); and Oscillator Strengths, σ, for Formamidea

state ∆E µx µy µz |µ| µx
T µy

T µz
T σ assignment

1A′ 4.31 -1.13 0.00 4.46 G. S.
2A′ 6.41 -3.13 -0.20 0.00 3.13 -0.03 0.02 0.00 0.000 n3s
3A′ 7.09 1.43 3.17 0.00 3.48 1.17 -1.10 0.00 0.069 n3p
4A′ 7.33 3.14 -3.07 0.00 4.39 -2.17 -1.02 0.00 0.160 πnbπ*
5A′ 7.44 -0.16 -0.18 0.00 0.24 -1.33 0.61 0.00 0.060 n3p
6A′ 7.76 -0.10 3.49 0.00 3.49 -1.61 -0.30 0.00 0.079 πnb3p
7A′ 8.21 -0.53 -1.45 0.00 1.54 0.02 -0.18 0.00 0.001 n3d
8A′ 8.33 -0.70 2.40 0.00 2.50 0.37 0.08 0.00 0.004 πnb3d
9A′ 8.40 -7.92 -0.33 0.00 7.93 0.96 0.16 0.00 0.030 n3d
10A′ 8.53 6.35 0.81 0.00 6.40 -0.46 0.00 0.00 0.007 n3d

1A′′ 5.76 1.83 -0.24 0.00 1.84 0.00 0.00 0.09 0.000 n π*
2A′′ 6.11 -3.96 -0.15 0.00 3.96 0.00 0.00 -0.98 0.022 πnb3s
3A′′ 7.11 -3.52 0.37 0.00 3.54 0.00 0.00 -0.15 0.006 πnb3p
4A′′ 7.46 4.75 -0.04 0.00 4.75 0.00 0.00 -0.41 0.005 πnb3p
5A′′ 7.50 0.17 1.53 0.00 1.54 0.00 0.00 -0.47 0.006 n3p
6A′′ 8.15 -4.93 0.12 0.00 4.93 0.00 0.00 0.20 0.001 πnb3d
7A′′ 8.18 0.32 0.28 0.00 0.42 0.00 0.00 -0.28 0.002 πnb3d
8A′′ 8.42 3.55 -0.32 0.00 3.56 0.00 0.00 -0.17 0.001 n3d
9A′′ 8.47 2.24 4.56 0.00 5.08 0.00 0.00 -0.29 0.003 πnb3d
a The coordinates (in bohr) of the C, N, and O atoms are (-0.16, -0.78, 0), (2.17, 0.32, 0), and (-2.16, 0.39, 0), respectively.
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andn3p transitions. Although, the bands arising from these
excitations are distinct and have not merged. On the high-
energy side of theπnbπ* band, there is little evidence of the
sharp Rydberg bands observed in experimental results. The
calculations only include the lowest 20 states, so there is no
attempt to describe the spectrum above 8.5 eV. However,
the main deficiency in the computed spectrum is that the
πnbπ* band is too narrow. At the higher temperatures, there
is significant further broadening on theπnbπ* band. At
500 K, there is reasonable agreement between the calculated
and experimental spectra. Furthermore, theπ3s andn3p
bands merge, producing a broad shoulder on the low-energy
side of theπnbπ* band. On the high-energy side of theπnbπ*

band, the sharp bands corresponding to Rydberg excitations
can be distinguished. We should bear in mind, at this point,
that in the CP-MD simulations the atomic nuclei are treated
as classical particles. Compared to a full quantum-mechanical
description, the thermal distribution of classical nuclei is too
narrow. However, it has been demonstrated previously23,24

that nuclear quantum fluctuations can be emulated very well
by CP-MD simulations at a higher temperature. It is not
clear a priori, though, how to map the temperature of a
classical simulation onto the real (quantum) temperature. Our
observation that the classical simulation at 500 K yields
closer agreement with experimental results than the lower
temperature simulations seems to indicate that the 500 K
run gives the best description of experimental conditions at
300 K.

Figure 2 shows spectra computed from classical and CP-
MD simulations at 300 K. The classical-short spectrum can
be compared directly to the CP-MD spectrum because the
structural sampling is the same. The general shape of the
spectra are similar with the features evident in the CP-MD
spectrum also present in those from the classical simulation.
The πnbπ* band is slightly lower in energy and is also
broader. There is also some further broadening in the
spectrum from the longer simulation. Analysis of the MD
trajectories shows that there are some significant differences
in the structural parameters between the CP-MD and
classical simulations. In particular, the C-N bond length is
significantly shorter in the classical MD simulation. How-
ever, the prediction of the gross features of the spectrum
appear not very sensitive to the quality of the simulation.
Table 3 shows the ensemble average predictions of thenπ*
and πnbπ* excitation energies. These predicted excitation
energies are sensitive to the simulation, with some significant
differences arising between classical and CP-MD simula-
tions. For all simulations, there is a decrease in the excitation
energy compared to the values at the planar minimum energy

Table 2. MRCI/d-aug-cc-pVTZ Excitation Energies, ∆E (in eV); Permanent and Transition Dipole Moments, µ and µT (in
debye); and Oscillator Strengths, σ, for Formamidea

state ∆E µx µy µz |µ| µx
T µy

T µz
T σ assignment

1A′ 4.31 -1.15 0.00 4.46 G. S.
2A′ 6.45 -3.10 -0.14 0.00 3.10 -0.01 0.02 0.00 0.000 n3s
3A′ 7.13 1.21 3.13 0.00 3.35 1.10 -1.11 0.00 0.066 n3p
4A′ 7.40 3.37 -2.88 0.00 4.43 -2.13 -0.97 0.00 0.154 πnbπ*
5A′ 7.49 -0.56 -0.58 0.00 0.81 1.48 -0.54 0.00 0.071 n3p
6A′ 7.86 0.16 3.96 0.00 3.96 -1.41 -0.35 0.00 0.063 πnb3p
7A′ 8.25 -0.65 -1.15 0.00 1.32 0.01 -0.17 0.00 0.001 n3d
8A′ 8.34 1.77 1.93 0.00 2.61 0.02 0.04 0.00 0.000 πnb3d
9A′ 8.49 -2.47 -0.24 0.00 2.48 0.81 0.25 0.00 0.023 n3d
10A′ 8.58 1.56 0.72 0.00 1.72 0.97 0.10 0.00 0.031 n3d

1A′′ 5.76 1.82 -0.20 0.00 1.84 0.00 0.00 0.08 0.000 n π*
2A′′ 6.17 -3.97 -0.92 0.00 3.97 0.00 0.00 -0.98 0.023 πnb3s
3A′′ 7.07 -0.32 -0.66 0.00 0.73 0.00 0.00 -0.14 0.001 πnb3p
4A′′ 7.52 4.62 0.07 0.00 4.63 0.00 0.00 -0.37 0.004 πnb3p
5A′′ 7.54 0.15 1.53 0.00 1.54 0.00 0.00 0.50 0.007 n3p
6A′′ 8.22 2.36 0.19 0.00 2.36 0.00 0.00 -0.46 0.006 πnb3d
7A′′ 8.26 0.58 1.27 0.00 1.39 0.00 0.00 -0.12 0.000 πnb3d
8A′′ 8.45 2.88 -0.52 0.00 2.92 0.00 0.00 -0.12 0.000 n3d
9A′′ 8.54 1.08 3.89 0.00 4.03 0.00 0.00 -0.15 0.001 πnb3d
a The coordinates (in bohr) of the C, N, and O atoms are (-0.16, -0.78, 0), (2.17, 0.32, 0), and (-2.16, 0.39, 0), respectively.

Figure 1. Theoretical simulations of the electronic absorption
spectrum of formamide based on CP-MD simulations at
different temperatures. The experimental spectrum13 is shown
in bold.
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structure. This has been attributed to the structure of the
excited-state being nonplanar. Consequently, the nonplanar
structures drawn from the simulation will tend to stabilize
the excited state relative to the ground-state, resulting in a
red shift.15 However, this red shift is smaller than the typical
values reported in earlier work.

Formamidic acid is formed by a proton transfer from the
NH2 group to the CdO group. In the gas phase, the barrier
for this process is very large, but it is lowered significantly
by hydrogen bonding.39 Because formamidic acid is a
possible contaminant, we have also computed its electronic
spectrum to determine whether it accounts for remaining
deficiencies in the computed spectrum. Table 4 shows the
properties of the computed excited states. The calculations
show that formamidic acid has a number of intense transi-
tions, in particular, for theπnbπ* andπnb3p states. Theπnbπ*
transition is blue-shifted by 0.41 eV. A much larger change
is observed for the 1A′′ state, which is calculated to lie at
6.77 eV compared to 5.76 eV for formamide. This state is
also labelednπ*; however, the lone pair orbital is now
associated with the nitrogen atom. Like formamide, there
are also a number of additional Rydberg states with sig-
nificant oscillator strengths. Figure 3 shows the electronic
spectrum for formamidic acid. The spectrum indicates that
formamidic acid would make little contribution to the
spectrum on the low-energy side of the formamideπnbπ*
band. However, formamidic acid does have intense transi-
tions on the high-energy side of the formamideπnbπ* band.

It is interesting to note that the electronic spectrum of form-
amide in solution does show an intense band above 7.8 eV5.
This band is not accounted for by condensed-phase ab initio
calculations of formamide.19,20 Formamidic acid is more
likely to be present in solution and may provide a possible
explanation for this band.

Ammonia is another contaminant that is likely to be
present. Figure 3 shows a simulated 300 K spectrum for
ammonia at low energies. This spectrum is based on MRCI/
d-aug-cc-pVDZ on the 100 snapshots drawn from a CP-
MD simulation. The spectrum shows that ammonia has an
intense transition in the 5.5-7 eV region of the spectrum.
This coincides with the low-energy shoulder of theπnbπ*
band of formamide. In the experiment,13 the effects of
ammonia contamination were removed; however, it is likely
that some residual effects remain. Another possible con-
taminant is dimers of formamide. Calculation of the excited
states of a formamide dimer at the MRCI level (even with
C2h symmetry) with a suitable basis set and active space is
currently beyond our computational resources.

Figure 2. Theoretical simulations of the electronic absorption
spectrum of formamide based on different MD simulations at
300 K. The experimental spectrum13 is shown in bold.

Table 3. Ensemble Average nπ* and πnbπ* Excitation
Energies (in eV) and Oscillator Strengths in Parentheses

simulation nπ* πnbπ*

CP-MD 300 K 5.61 (0.002) 7.27 (0.128)
CP-MD 400 K 5.63 (0.002) 7.28 (0.131)
CP-MD 500 K 5.57 (0.004) 7.28 (0.131)
classical (short) 300 K 5.74 (0.001) 7.23 (0.124)
classical (long) 300 K 5.72 (0.002) 7.23 (0.117)

Table 4. MRCI/d-aug-cc-pVDZ Excitation Energies, ∆E
(in eV); Permanent and Transition Dipole Moments, µ and
µT (in debye); and Oscillator Strengths, σ, for Formamidic
Acida

state ∆E µx µy µz |µ| µx
T µy

T µz
T σ

assign-
ment

1A′ 0.39 -1.38 0.00 1.43 G. S.

2A′ 7.30 -2.62 0.80 0.00 2.73 0.05 1.17 0.00 0.038 n3s

3A′ 7.74 -1.28 -0.15 0.00 1.29 -1.87 -0.88 0.00 0.125 πnbπ*

4A′ 8.02 0.41 -1.24 0.00 1.30 -0.96 -0.72 0.00 0.044 n3p

5A′ 8.37 -0.48 4.22 0.00 4.25 0.15 1.14 0.00 0.042 n3p

6A′ 8.80 5.35 -0.96 0.00 5.44 -2.07 -0.48 0.00 0.151 πnb3p

7A′ 9.10 0.45 -0.77 0.00 0.89 0.81 -0.45 0.00 0.032 n3d

8A′ 9.20 0.38 -3.76 0.00 3.78 -0.05 0.09 0.00 0.000 n3d

9A′ 9.26 6.66 -2.05 0.00 6.97 -0.28 -0.36 0.00 0.007 n3d

10A′ 9.42 0.97 -1.50 0.00 1.78 0.22 -0.07 0.00 0.020 πnb3d

1A′′ 6.77 1.61 0.05 0.00 1.61 0.00 0.00 0.70 0.012 n π*

2A′′ 6.89 -0.56 -0.20 0.00 0.60 0.00 0.00 -0.49 0.006 πnb3s

3A′′ 7.38 -0.69 0.20 0.00 0.72 0.00 0.00 0.69 0.013 πnb3p

4A′′ 7.97 0.16 4.05 0.00 4.05 0.00 0.00 0.69 0.014 πnb3p

5A′′ 8.41 -0.67 1.04 0.00 1.23 0.00 0.00 -0.58 0.011 n3p

6A′′ 8.63 -1.74 -1.16 0.00 2.09 0.00 0.00 0.36 0.004 πnb3d

7A′′ 8.76 3.50 -4.01 0.00 5.32 0.00 0.00 0.58 0.011 πnb3d

8A′′ 8.79 -0.60 -5.52 0.00 5.56 0.00 0.00 -0.09 0.000 πnb3d
a The coordinates (in bohr) of the C, N, and O atoms are (0.17,

-0.78, 0), (2.09, 0.68, 0), and (-2.21, 0.14, 0), respectively.

Figure 3. Theoretical simulations of the electronic absorption
spectrum of formamide (bold line), formamidic acid (solid line),
and ammonia (broken line).
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4. Conclusions
The simulation of the electronic absorption spectrum of
formamide at finite temperatures has been investigated using
a combination of CP-MD and high-level ab initio quantum
chemistry. The excited states of formamide have been
computed with MRCI. It is shown that, in conjunction with
a sufficiently large basis set, the experimental excitation
energies are reproduced accurately. To obtain a thermally
broadened spectrum, we have averaged over a large number
of single-point MRCI excitation spectra calculated for
geometries sampled from a CP-MD simulation. Comparison
of the computed spectra with the experimental spectrum at
300 K shows that spectra computed at 500 K yield a much
better agreement with experimental results. One possible
reason for this may be the absence of nuclear quantum effects
in the simulation. Previous studies have shown that nuclear
quantum fluctuations may be emulated by CP-MD simula-
tions at higher temperatures.

The accuracy of the computed absorption spectrum has
allowed other aspects of the experimental spectrum to be
explored. The effects on the spectrum of possible contamina-
tion by ammonia and formamidic acid have been studied.
Formamidic acid can contribute at high energies and may
be important for electronic spectra of formamide measured
in solution. Ammonia can also make significant contribu-
tions, in particular, to the shoulder region of the experimental
formamide spectrum at 6.5 eV. Overall, the calculations
demonstrate that electronic absorption spectra at finite tem-
peratures can be simulated accurately from first principles
using a combination of CP-MD and quantum chemistry.
However, this remains a demanding task because accurate
quantum chemistry in conjunction with extensive averaging
over molecular structure is required.
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Abstract: Classical formulations are considered that allow for the calculation of time- and

frequency-resolved pump-probe spectra of nonadiabatically coupled molecular systems. When

the semiclassical Franck-Condon approximation in the theoretical framework of the doorway-

window formalism is employed, various first- and second-order expressions for the classical

doorway and window functions are derived. Moreover, a classical analogue of the electronic

dipole transition operator is employed. When established models describing ultrafast photoin-

duced electron transfer are adopted, it is found that the first-order approximations give rise to

spurious structures of the time-resolved signal, which indicate that these approximations fail to

correctly account for the averaging effect caused by finite pulses. The higher-order approxima-

tions, on the other hand, are shown to give a fairly accurate description of the transient absorption

spectrum. By comparing to exact quantum-mechanical calculations, the merits and shortcomings

of the various approaches as well as the generally achievable accuracy of a classical modeling

of optical spectra is discussed.

I. Introduction
Significant progress in femtosecond time-resolved spectros-
copy has made it possible to observe elementary photo-
chemical reactions in real time.1 Because the interpretation
of these experiments often represents a nontrivial problem,
a theoretical modeling of photoinduced processes and their
spectroscopy is needed. In principle, the theory of nonlinear
spectroscopy is well-developed.2 In the majority of theoretical
studies, however, the description of the chemical dynamics
is based on rather simple models, usually a few-level system
or a set of harmonic oscillators, whichsin the case of
condensed-phase spectroscopysmay be coupled to a thermal
bath. To facilitate the description of photophysical and
photochemical reactions, several groups have constructed ab
initio based multidimensional model Hamiltonians and
performed time-dependent wave packet calculations.3 The
main bottleneck of this approach is the cumbersome and
often impossible task of precomputing the relevant multi-
dimensional potential energy surfaces of the system. To

circumvent this problem, the theoretical description of
photochemical reactions in terms of direct ab initio molec-
ular-dynamics simulations has recently become popular.4-6

Because the nuclear dynamics is treated classically in this
approach, it is necessary to develop formulations that allow
us to calculate nonlinear time- and frequency-resolved spectra
from classical trajectories.7-17

In many cases, however, the theoretical description of
photoinduced molecular dynamics is complicated by the fact
that the underlying Born-Oppenheimer assumption of non-
interacting adiabatic potential-energy surfaces may break
down.18-20 Nonadiabatic photoprocesses such as internal
conversion, cis-trans photoisomerization, and electron trans-
fer are prime examples. To account for this situation,
multidimensional time-dependent wave packet calculations
on coupled potential-energy surfaces as well as simulations
of the corresponding femtosecond time- and frequency-
resolved spectra have been reported.3,8,20-22 To achieve a
classical description of nonadiabatic quantum dynamics,
various semiclassical theories as well as mixed quantum-
classical schemes have been proposed,23-26 most notably the
“mean-field trajectory” approach and the “surface-hopping”
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approach. These methods share the concept that the electronic
degrees of freedom are represented by a wave function
description, while the nuclear degrees of freedom are
represented by a trajectory description. Only a few papers,27-29

though, have employed these methods to calculate optical
spectra of nonadiabatically coupled systems.

In this work, we present several classical approximations
to calculate time- and frequency-resolved pump-probe
spectra. To this end, we generalize various versions of the
so-called semiclassical Franck-Condon approximation7,8,30

to the case of nonadiabatically coupled potential-energy
surfaces. Alternatively, we employ the mapping approach31

or classical electron analogue model32 to define the classical
analogon of the electronic dipole transition operator.33 When
these formulations are employed, explicit expressions for
various cases of electron transfer are derived and compared.
As representative examples, we adopt two established models
describing ultrafast photoinduced electron transfer,34,35 for
which exact quantum-mechanical reference calculations are
possible. Performing a detailed numerical study, the merits
and shortcomings of the various approaches as well as the
generally achievable accuracy of a classical modeling of
optical spectra is discussed.

II. Quantum-Mechanical Formulation
A. Model. As a well-studied model of photoinduced electron
transfer,36 we consider an electronic three-state system,
comprising an energetically well-separated electronic ground
state|ψ0〉 and two nonadiabatically coupled excited states
|ψ1〉 and|ψ2〉 (see Figure 1a). It is assumed that the electron-
transfer process takes place between the two excited elec-
tronic states after excitation of the system at timet ) 0 by
an ultrashort laser pulse from|ψ0〉 to the optically bright
state |ψ2〉. When a diabatic electronic representation is
adopted, the molecular Hamiltonian of an electron-transfer
system can be written as37

comprising the vibrational Hamiltonianhn ) T + Vn in the
diabatic electronic state|ψn〉 and the off-diagonal diabatic
coupling elementsV12. To be specific, we adopt a spin-boson
type of model,38 that is, a constant diabatic couplingV12 )
V21 ) g and harmonic diabatic potentials

whereEn is the vertical excitation energy,ωj denotes the
frequency of thejth vibrational mode, andκj

(n) represents
the gradient of the excited-state potential-energy surfaceVn

along this mode. Throughout this paper, we setp ≡ 1 and
use dimensionless vibrational coordinates and momenta.

B. Electron-Transfer Dynamics.To study the dynamics
of the electron-transfer model (eq 2.1), we solve the time-
dependent Schro¨dinger equation to obtain the time-dependent
wave function|Ψ(t)〉 as well as the density operatorF(t) )

|Ψ(t)〉〈Ψ(t)| of the system. As a suitable initial condition,
we assume that at timet ) 0 the system is impulsively
prepared in the excited electronic|ψ2〉. A key quantity in
the discussion of photoinduced electron-transfer processes
is the time-dependent population probability of the optically
excited diabatic electronic state20

As P2(t) is constant in the absence of nonadiabatic coupling,
the diabatic population directly monitors the electron-transfer
process of interest. Furthermore, we consider the time-
dependent probability distribution along a specific vibrational
modex

in order to illustrate the vibrational motion of the laser-
induced wave packet on the coupled potential-energy curves
V1 andV2.

So far, the theory has been elaborated usingdiabatic
electronic states|ψn〉. A diabatic electronic representation is
advantageous for the interpretation of spectroscopic data,
because in the vicinity of surface-crossings the electronic
transition dipole operator is only smooth in the diabatic
representation.3 On the other hand, we may employ a unitary
transformation that diagonalizes the diabatic potential matrix,
which yields adiabatic electronic states|ψn

ad〉 and the

H ) ∑
n,m

|ψn〉hnm〈ψm|

) ∑
n

|ψn〉hn〈ψn| + {|ψ1〉V12〈ψ2| + h.c.} (2.1)

Vn(x) ) En + ∑
j

1

2
ωjxj

2 + κj
(n)xj (2.2)

Figure 1. Schematic view of the diabatic potential-energy
curves Vn(x) pertaining to the two electron-transfer models
under consideration. At time t ) 0, the system is prepared by
an impulsive pump pulse into a nonstationary state |Ψ(0)〉,
whose time evolution is interrogated by a time-delayed probe
pulse which may induce internal or external electronic transi-
tions. (a) External case, i.e., the radiation field induces
transitions from the two coupled excited-state potentials V1

and V2 to the electronic ground-state potential V0. (b) Internal
case, i.e., the radiation field induces transitions between the
two coupled electronic states.

P2(t) ) Tr{|ψ2〉〈ψ2|F(t)} (2.3)

Pn(x,t) ) Tr{|ψn〉|x〉〈x|〈ψn|F(t)} (2.4)
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adiabatic potential-energy surfaces

For example, to discuss nonadiabatic relaxation processes
such as electron transfer, it appears natural to consider the
adiabatic population probability

which monitors the decay of the “upper” adiabatic state
|ψ2

ad〉 into the lower-lying electronic states.
C. Transient Absorption. In typical pump-probe experi-

ments, the molecular system is prepared at timet ) 0 by a
first laser pulse (the “pump”εI) into a nonstationary state,
whose time evolution is interrogated by a second laser pulse
(the “probe” εII) at the delay timetd. Let us furthermore
assume that the excitation is resonant, thus resulting in a
population of the excited state, and that the pump and probe
pulses do not overlap, thus facilitating the interpretation of
signals. Within the electric dipole approximation, the interac-
tion between the molecular system and the external electric
field is then given by

with R ) 1/(16 ln 2). The laser pulses are characterized by
their carrier frequenciesωI andωII and their durationsτI and
τII , respectively. They are centered at timest ) ti, wheretI
) 0 and tII ) td, representing the delay time of the probe
pulse.

Adopting a doorway-window-type representation,2,39 the
quantum-mechanical pump-probe signal can be written as
(see Appendix A)

where Tr denotes the trace over the electronic and vibrational
degrees of freedom andF0 represents the initial density
operator of the molecular system prior to the interaction with
the laser field. The Liouville operatorD denotes the doorway
operator describing the preparation of the system at timet
) 0 by the pump pulse,L‚‚‚ ) [H,‚‚‚] is the molecular
Liouvillian (p ≡ 1), accounting for the time evolution of
the molecular system during 0e t e td, andW represents
the window operator, describing the interaction of the system
with the probe laser att ) td.

Depending on the employed laser frequencies and the
molecular system under consideration, several spectroscopic
processes may contribute to the transient absorption signal
(eq 2.9): the photoinduced excited-state population gives rise
to stimulated emission and excited-state absorption, while
the reduced population in the electronic ground state causes
a bleach of the absorption band as well as impulsive
stimulated Raman scattering.2,40 In this work, we are
particularly interested in the excited-state contribution to the
transient absorption. In the limit of ultrashort probe pulses,

the excited-state pump-probe signal measures the diabatic
population probabilityP2(t) defined in eq 2.320 and therefore
directly monitors the electron-transfer process of interest.

III. Classical Description of Nonadiabatic
Dynamics
The classical description of the nonadiabatic dynamics has
been the subject of numerous articles23,24,26and is only briefly
reviewed here for further reference. The starting point of
most mixed quantum-classical schemes such as the mean-
field trajectory and the surface-hopping methods is to expand
the total wave function in electronic states|ψn〉

wheredn(x,t) denotes the vibrational wave function pertaining
to the electronic state|ψn〉. Employing Hamiltonian eq 2.1,
we obtain for the time-dependent Schro¨dinger equation

To introduce the classical-path approximation, we assume
that the nuclear dynamics of the system can be described by
classical trajectories; that is, the position operatorx̂ is
approximated by its mean value, that is, the trajectoryx(t).
As a consequence, the quantum-mechanicaloperatorsof the
nuclear dynamics [e.g.,hnm(x)] become classicalfunctions
which depend parametrically onx(t). In the same way, the
nuclear waVe functions dn(x,t) become complex-valued
coefficients dn[x(t),t]. As the electronic dynamics are evalu-
ated along the classical path of the nuclei, the approximation
thus accounts for the reaction of the quantum degrees of
freedom to the dynamics of the classical degrees of freedom.

The back-reaction of the classical degrees of freedom to
the dynamics of the quantum degrees of freedom may be
described either self-consistently (in the mean-field trajectory
method) or via a hopping algorithm (in the surface-hopping
method). In the former, the classical forceF ) p̆j acting on
the nuclear degrees of freedomxj is given as an average over
the quantum degrees of freedom

In the surface-hopping approach, on the other hand, the
coupling of quantum and classical degrees of freedom is
realized via instantaneous hops between coupled potential-
energy surfaces, while the trajectories always propagate on
a singleadiabatic surface.23

Because in mixed quantum-classical methods electronic
and nuclear degrees of freedom are treated on a different
dynamical footing, these theories do not necessarily provide
a satisfying classical picture of nonadiabatic dynamics. As
an alternative approach to incorporate quantum degrees of
freedom in a classical formulation, it has recently been
proposed to utilize quantum-mechanical bosonization tech-
niques, that is, to represent discrete electronic states by
continuous harmonic oscillators, which possess a well-
defined classical limit.31,41 This is achieved by the mapping

W1/2 ) 1
2
(V1 + V2) -

1
2x(V2 - V1)

2 + 4V12 (2.5)

P2
ad(t) ) Tr{|ψ2

ad〉〈ψ2
ad|F(t)} (2.6)

Hint(t) ) -µ̂[εI(t) + εII(t)]

µ̂ ) |ψ0〉µ02〈ψ2| + |ψ2〉µ20〈ψ0| (2.7)

εi(t) ) 1/x4πRτi
2 e-(t-ti)2/(4Rτi

2) e-iωi(t-td) + c.c. (2.8)

I(td) ) Tr{We-iLtdDF0} (2.9)

|Ψ(t)〉 ) ∑
n

dn(x,t)|ψn〉 (3.1)

iḋn ) ∑
m

hnm(x) dm (3.2)

p̆j ) - 〈Ψ(t)|∂H
∂xj

|Ψ(t)〉 (3.3)
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relations

whereXn andPn are position and momentum operators of
thenth oscillator with commutation relations [Xn,Pm] ) iδnm,
and|01,..., 1n,..., 0N〉 denotes a harmonic-oscillator eigenstate
with a single quantum excitation in the moden.42 Inserting
eq 3.4 into eq 2.1, we obtain the boson representation of the
electron-transfer system

As the mapping Hamiltonian (eq 3.6) contains only continu-
ous operators, the quantum-mechanical system has a well-
defined classical analogue. The transition to classical me-
chanics is performed by changing from the Heisenberg
operators yk(t) (yk ) Xn,Pn,xj,pj) obeying Heisenberg’s
equations of motion (iy̆k ) [yk,H]) to the corresponding
classicalfunctionsobeying Hamilton’s equations (e.g.,Ẋk

) ∂H/∂Pk). In this classical limit, the formalism can be shown
to recover the classical electron analogue model of Meyer
and Miller.32 To make contact with the mean-field trajectory
method, the real-valued electronic variablesXn andPn may
be replaced by the complex-valued variablesdn ) (Xn +
iPn)/x2, which have a similar meaning to the electronic
coefficients in eq 3.1.43 Although the equations of motion
of both formulations are similar, the mapping formulation
treats electronic and nuclear degrees of freedom on the same
dynamical footing and is therefore superior to the mean-
field trajectory method. The mapping formalism has been
employed to facilitate the treatment of nonadiabatic dynamics
in various theoretical approaches.41,44-49 Furthermore, the
formulation has been applied to a variety of systems with
nonadiabatic dynamics,43,50-53 including the description of
photoinduced electron-transfer and internal-conversion pro-
cesses.

To obtain the classical expectation value of an observable,
say, the time-dependent diabatic population probabilityP2(t)
defined in eq 2.3, the quantum-mechanical trace is replaced
by a phase-space average

whereΓ0 denotes the trajectoryΓt ) {xj(t),pj(t),dn(t)} at t )
0 andF(Γ0) represents a phase-space distribution function
describing the quantum-mechanical initial state of the system
(see section 5.1 for details). To classically calculate adiabatic
quantities, for example, the adiabatic population probability
defined in eq 2.6, we use

wherean(t) are the electronic coefficients that are obtained
when the total wave function is expanded in adiabatic basis
states, that is,|Ψ(t)〉 ) ∑n an(t)|ψn

ad〉. By exploiting the
unitary transformation between the diabatic and the adiabatic

representation, the adiabatic coefficientsan(t) are readily
obtained from the diabatic coefficientsdn(t) and vice
versa.32,54

IV. Classical Calculation of Electronic
Spectra
In principle, we may use any of the above three methods
(mean-field, surface hopping, and mapping) for a classical
calculation of electronic spectra. In all formulations, the
nonadiabatic dynamics of the molecular system are described
by complex-valued variablesdn(t) [or an(t)] for the electronic
states and by the trajectoryx(t) for the nuclear degrees of
freedom. As derived in Appendix B, the classical limit of
the pump-probe signal (eq 2.9) can be written in the form

wheresin direct analogy to the quantum-mechanical
expressionsD(0) andW(td) are phase-space functions de-
scribing the pump and the probe processes. To calculate these
functions, we introduce four classical approximations. The
details of the derivations are given in Appendix B. The first
three are based on the semiclassical Franck-Condon ap-
proximation,7,8,30which assumes that the Condon approxima-
tion holds (i.e., thatµnm is coordinate-independent) and that
we may employ a short-time approximation of the type e-ihmt

eihnt ≈ e-i(Vm-Vn)t. The last formulation exploits the mapping
transformation to directly calculate the dipole correlation
function.33

A. First-Order Franck -Condon Approximation. The
simplest way to generalize the standard Franck-Condon
approximation to the case of vibronically coupled systems
is to neglect the nonadiabatic couplingV12 during the duration
of the short laser pulses. Doing so, we obtain for the classical
doorway and window functions

Equations 4.1-4.3 offer a simple classical interpretation of
time-resolved pump-probe spectroscopy, which becomes
clear by outlining their numerical implementation: (i)
Generate an ensemble of trajectories that represents the initial
ground-state phase-space distributionF(Γ0) in eq 4.1. (ii)
Because of the excitation of the system by a finite pump
pulse at timet ) 0, these trajectories are lifted to the optically
allowed excited electronic state and are weighted in eq 4.2
by the resonance conditionωI ) V2(0) - V0(0). (iii)
Subsequently, the trajectories are propagated on the coupled
excited electronic states, using some nonadiabatic classical
method. (iv) At timet ) td, the contribution of each trajectory
to the stimulated emission signal is given in eq 4.3 by the
Gaussian factor describing time-dependent resonance condi-
tion ωII ) V2[x(td)] - V1[x(td)] multiplied with electronic
population probability|d2(td)|2 of the bright electronic state.

Equations 4.1-4.3 represent the simplest way to classically
calculate pump-probe spectra. Obviously, it hardly requires

|ψn〉〈ψm| f
1
2
(Xn - iPn)(Xm + iPm) (3.4)

|ψn〉 f |01, ..., 1n, ..., 0N〉 (3.5)

H )
1

2
∑
n,m

hnm(XnXm + PnPm - δnm) (3.6)

P2(t) ) ∫ dΓ0 F(Γ0) |d2(t)|2 (3.7)

P2
ad(t) ) ∫ dΓ0 F(Γ0) |a2(t)|2 (3.8)

I(td) ) ∫ dΓ0 W(td) D(0) F(Γ0) (4.1)

D(0) ) µ2

4
e-RτI

2{ωI-[V2(0)-V0(0)]}2
(4.2)

W(td) ) µ2

4
e-RτII

2{ωII-[V2(td)-V0(td)]}2 |d2(td)|2 (4.3)
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additional effort in the trajectory calculations. The nonadia-
batic electron-transfer dynamics of the system enter through
the time-dependent electronic population probability|d2(td)|2.
In the absence of nonadiabatic coupling, the latter factor is
constant and the above result becomes equivalent to previous
results.7-16 Because the underlying Franck-Condon ap-
proximation employs a short-time expansion of the propaga-
tor to the first order, the result will be referred to as the FC1
approximation.

B. Second-Order Franck-Condon Approximation.
Using a short-time expansion that is valid in the second
order,55 the classical doorway and window functions can be
derived as

Similar to the first-order result, the second-order Franck-
Condon (FC2) approximation accounts for the electron-
transfer dynamics through the electronic population prob-
ability |d2(td)|2. In the absence of nonadiabatic coupling, eq
4.5 recovers the standard second-order results.55 Interestingly,
it is also equivalent to a semiclassical approximation of the
Liouville von Neumann equation,13,17which has recently been
generalized to the nonadiabatic case.29 Besides the resonance
conditions ωi ) V2 - V0, the FC2 approximation also
accounts for the time window|εi(t)|2 created by the laser
pulses. Hence, the uncertainty relation between the time
resolution (with respect to the delay timetd) and the
frequency resolution (with respect to the carrier frequencies
ωi) is correctly reproduced in the second order (but not by
the first-order approximations 4.2 and 4.3).

The price to pay for this improvement is that we need to
propagate classical trajectories during the interaction with
the laser pulses. In the numerical implementation of the FC2
approximation, this raises the question whether the trajec-
tories are propagated on the ground-state or excited-state
potentials (in the quantum-mechanical formulation, the
system propagates during interaction with the electric field
in both electronic states according to the dipole operator
e-ihmtµmn eihnt). The usual solution to this well-known ambigu-
ity of the classical approximation is to choose the ground-
state potential for the pump process and the excited-state
potential for the probe process.2

While the latter works well for the calculation of the
window function, the calculation of the doorway function
requires some additional effort. This is because we also need
to generate an appropriate excited-state phase-space distribu-
tion from the initial ground-state distributionF(Γ0). (Note
that the FC1 approximation assumes that these two distribu-
tions are the same.) Converting the time integral in eq 4.4
into a sum

we may consider thetj’s as “hopping times” at which the
trajectories are lifted from the ground to the excited electronic
state. This suggests the following scheme for the calculation
of the doorway function: (i) For every trajectory of the initial
ground-state phase-space distributionF(Γ0), we randomly
select a hopping timetj from their Gaussian distribution. (ii)
For t < tj, the trajectory is propagated on the ground-state
potential. (iii) At t ) tj, the trajectory is lifted to the excited
electronic state and weighted by the Gaussian resonance
factor. Fort > tj, the trajectory is propagated on the excited-
state potential.

C. Nonadiabatic Franck-Condon Approximation. Tak-
ing the vibronic coupling during the interaction with the laser
pulses explicitly into account, Dilthey et al.56 derived a
generalization of the first-order Franck-Condon approxima-
tion to nonadiabatic systems. It leads to the classical doorway
and window functions

where the matrixS with elements

represents the unitary transformation between the diabatic
and adiabatic representations.37 In contrast to the approxima-
tions FC1 and FC2, which describe transitions between
diabatic potentials, the Franck-Condon approximation in-
cluding vibronic coupling (hereafter referred to as FCC)
exhibits the adiabatic resonance conditionsω ) Wn - V0.
They account for transitions from both coupled adiabatic
electronic potentialsWn to the electronic ground stateV0,
which are weighted by its population probability|an(td)|2. A
further coordinate dependency arises from the prefactorS2n

2,
which represents the relation between the diabatic and the
adiabatic energy gap. With respect to the short-time ap-
proximation of the propagator, eq 4.7 is a first-order
expression and therefore suffers from the same shortcomings
as eq 4.3.

D. Classical Dipole Function.Apart from the classical
evaluation of the various Franck-Condon approximations,
the mapping formulation provides an alternative approach
to calculate the electronic dipole correlation function. The
basic idea is to apply the mapping relation 3.4 directly to
the electronic transition dipole operator, that is,

This leads to the classical doorway and window functions

D(0) ) µ2

4∫-∞

∞
dt e-t2/(2RτI

2) e-RτI
2{ωI-[V2(t)-V0(t)]}2

(4.4)

W(td) )

µ2

4∫-∞

∞
dt e-(t-td)2/(2RτII

2) e-RτII
2{ωII-[V2(t)-V0(t)]}2 |d2(t)|2 (4.5)

D(0) ∝ ∑
j

e-tj2/(2RτI
2) e-RτI

2{ωI-[V2(tj)-V0(tj)]}2
(4.6)

D(0) )
µ2

4
∑

n)1,2

S2n
2(0) e-2RτI

2{ωI-[Wn(0)-V0(0)]}2

W(td) )
µ2

4
∑

n)1,2

S2n
2(td) e-2RτII

2{ωII-[Wn(td)-V0(td)]}2 |an(td)|2 (4.7)

S2n(t) ) x V2(t) - V1(t)

2x[V2(t) - V1(t)]
2 + V12

2(t)
+

(-1)n

2
(4.8)

µ̂02(t) ) eiHt|ψ0〉µ02〈ψ2| e-iHt

f µ02
1
2
[X0(t) - iP0(t)][X2(t) + iP2(t)] ≡ µ02(t) (4.9)

D(0) ) |∫-∞

∞
dt ε1(t) µ20(t)|2

W(td) ) |∫-∞

∞
dt ε2(t) µ02(t)|2 (4.10)
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As this expression was first introduced within the theoreti-
cal framework of the classical electron analogue model,27,33

eq 4.10 will be referred to as the CEA approximation. Com-
pared to approximations FC1, FC2, and FCC, which employ
a classical method (e.g., mean-field, surface hopping, and
mapping) to describe nonadiabatic dynamicsandsome type
of Franck-Condon approximation, the CEA result (eq 4.10)
only requires a single approximation, that is, the classical
limit of the mapping relations (eq 3.4). A closer analysis
shows that the structures of the CEA result (eq 4.10) and
the FC2 result (eq 4.5) are quite similar in that both express-
ions are weighted by the diabatic population probability|d2|2
and account for the time window created by the laser pulse.
In detail, however, the two expressions differ significantly.

E. Internal Transitions. In the optical spectroscopy of
nonadiabatically coupled electronic states, two qualitatively
different cases may occur: intramolecular and radiative
couplings pertain to (a)differentelectronic transitions and
(b) to the sameelectronic transitions. The two different
situations are illustrated in Figure 1, which schematically
shows two electron-transfer models with coupled electronic
states|ψ1〉 and |ψ2〉. So far, we have been concerned with
situation a, also referred to as the “external transition” case.
In situation b, referred to as the “internal transition” case,
we have the transition dipole operator

which connects the coupled diabatic electronic states|ψ1〉
and |ψ2〉 (instead of|ψ0〉 and |ψ2〉 as in the external case).

Performing the derivations of the various classical ap-
proximations of the pump-probe signal for the internal case,
there are only small changes for the Franck-Condon
approximations FC1 and FC2. Because of the dipole operator
in eq 4.11, the resonance factors in approximations 4.3 and
4.5 change toω - (V2 - V1). Moreover, because both
electronic states|ψ1〉 and|ψ2〉 are populated because of the
vibronic coupling, in the internal case, the classical doorway
and window functions describes both emission and absorption
between these states. In the FC2 approximation, for example,
we obtain

and a similar result for the FC1 approximation.

Because the FCC approximation (eq 4.7) takes the
nonadiabatic interaction during the radiative transitions
explicitly into account, the results for the classical doorway
and window functions differ in the external and internal
cases.56 In the latter, we obtain

In the CEA approximation for the internal case, we obtain
the classical dipole functionµ12(t) instead ofµ02(t) in eq 4.10.
As shown in the Appendix, this gives rise to a population
term |d2(t)|2‚|d1(t)|2 instead of the population difference
obtained in eq 4.12. In practice, however, it has proven
advantageous to consider emission and absorption separately,
see eq B7.

F. Ground-State Contribution. Besides the excited-state
contribution discussed so far, the transient absorption
spectrum also contains contributions from the electronic
ground state. On one hand, the reduced population in the
electronic ground state causes a bleach of the absorption
band, which is obtained by calculating the linear absorption
of the probe pulse (e.g., at the FC1 level, the bleach signal
is ∝ e-RτII

2{ωII-[V2(0)-V0(0)]}2). On the other hand, finite pump
pulses give rise to stimulated impulsive Raman scattering.2,40

As shown in Appendix A, this ground-state contribution can
also be cast in doorway-window expression 2.9 and contains
the Liouville operators given in eq A6. A simple classical
approximation of the latter can be derived as follows.

Let us first consider the first-order short-time approxima-
tion to the ground-state doorway operator

where the electronic projector states that the molecular
system evolves in the electronic ground state after the
interaction with the pump field. Although the expression
formally looks quite similar to the corresponding doorway
operator for the excited-state contribution, its further evalu-
ation is more cumbersome because of the time ordering of
the integrals. To obtain a simple and computationally conven-
ient classical expression for the ground-state contribution, we
choose to simply ignore the time ordering (i.e., we shift the
upper integral limit fromt2 to ∞). Then, the classical evalua-
tion is straightforward and yields the FC1 approximation
Dg(0) ) µ2/4 e-RτI

2{ωI-[V2(0)-V0(0)]}2. Apart from the fact that the
trajectories evolve in the electronic ground state after the
interaction with the pump field, the latter is identical to the
excited-state expression (eq 4.2). Ignoring the integral time
ordering in the second-order expansion (eq B2), we obtain
the FC2 approximation of the ground-state contribution

which again looks quite similar to the corresponding excited-
state expressions 4.4 and 4.5. Note that the molecular system

µ̂ ) |ψ1〉µ12〈ψ2| + |ψ2〉µ21〈ψ1| (4.11)

D(0) )
µ2

4∫-∞

∞
dt e-t2/(2RτI

2) e-RτI
2{ωI-[V2(t)-V1(t)]}2

(|d2(t)|2 - |d1(t)|2)

W(td) ) µ2

4∫-∞

∞
dt e-(t-td)2/(2RτII

2) e-RτII
2{ωII-[V2(t)-V1(t)]}2

(|d2(t)|2 - |d1(t)|2) (4.12)

D(0) ) µ2

4 [S22
2(0) - 1

2] e-2RτI
2{ωI-[W2(0)-W1(0)]}2

W(td) ) µ2

4 [S22
2(td) - 1

2] e-2RτII
2{ωII-[W2(td)-W1(td)]}2

(|a2(td)|2 - |a1(td)|2) (4.13)

DgF0 ) µ2∫-∞

∞
dt2 εI(t2) e-i(V2-V0)t2

× ∫-∞

t2 dt1 εI(t1) ei(V2-V0)t1 〈ψ0|F0|ψ0〉 |ψ0〉〈ψ0| (4.14)

Dg(0) ) µ2

4∫-∞

∞
dt e-t2/(2RτI

2) e-RτI
2{ωI-[V2(t)-V0(t)]}2

(4.15)

Wg(td) )

µ2

4∫-∞

∞
dt e-(t-td)2/(2RτII

2) e-RτII
2{ωII-[V2(t)-V0(t)]}2 |d0(t)|2 (4.16)
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evolves in the electronic ground state between the interaction
with two laser pulses, while it evolves in the excited
electronic state during the pulses.

The ground-state doorway function (eq 4.15) can be
evaluated using the following scheme. (i) For every trajectory
of the initial ground-state phase-space distributionF(Γ0), we
randomly select two hopping timesta and tb from the
Gaussian distribution e-t2/(2RτI

2), for which we require thatta
< tb. (ii) For t < ta, the trajectory is propagated on the
ground-state potential. (iii) When the trajectory to the excited
electronic state att ) ta is lifted, the trajectory is weighted
by the Gaussian resonance factor and is propagated on the
excited-state potential forta < t < tb. (iv) At t ) tb, the
trajectory is moved back to the ground-state potential and
propagates in the electronic ground state until the arrival of
the probe laser field. Then, the ground-state window function
(eq 4.16) is evaluated in a similar manner.

V. Computational Results
A. Computational Details. The computational methods
employed for the quantum-mechanical wave packet propaga-
tions have been described in detail in ref 20. In short, the
time-dependent Schro¨dinger equation is converted into a
numerically tractable problem by expanding the state vector
in a direct-product basis constructed from diabatic electronic
states and harmonic-oscillator states for the vibrational
degrees of freedom. This results in a system of coupled first-
order differential equations, which are solved using a
Runge-Kutta-Merson scheme with an adaptive step size.
The quantum-mechanical transient absorption spectrum (eq
2.9) has been calculated (numerically) exactly by using a
nonperturbative evaluation of the electronic polarization.20,57

The classical mapping method and its numerical imple-
mentation have been described in refs 26 and 41. Basically,
Hamilton’s equations pertaining to the classical Hamiltonian
(eq 3.6) are solved for the electronic (Xn, Pn) and nuclear
(xj, pj) degrees of freedom, using again a Runge-Kutta-
Merson integrator. To calculate quasiclassical averages
∫ dΓF(Γ)... (as, e.g., in eq 3.7), the quantum-mechanical
initial stateF0 ) FelFvib is to be represented by a suitable
phase-space distributionF(Γ). In this work, the vibrational
system was assumed to be in its harmonic ground state,
Fvib ) |0〉〈0|, which was represented by a Wigner distribu-
tion.8 Within the mapping formalism, the electronic initial
stateFel ) |ψ0〉〈ψ0| is mapped onto the harmonic-oscillator
eigenstate|100102〉 containing a single quantum excitation
in the first mode [see eq 3.5]. As is well-known, the Wigner
distribution of the latter state is not positive-definite and
therefore is problematic in a quasiclassical implementation.
We therefore change to classical action-angle variables
{Nn, Qn} using the transformationsXn ) x2Nn+1 sin Qn

and Pn ) x2Nn+1 cos Qn, sample the anglesQn from
[0, 2π], and fix the actionsNn to represent the quantum
number of the oscillator.26 This yields

where the factors1/2 reflects the zero-point energy of the
harmonic oscillators. Converged quasiclassical averages for

the time-resolved signals (e.g., as in Figure 2) and for time-
and frequency-resolved spectra (e.g., as in Figure 3) are
obtained by running 104 trajectories.

B. One-Mode Three-State Model.To consider the case
of external radiative transitions, we adopt the one-mode three-
state model proposed in ref 45, which comprises an energeti-
cally well-separated electronic ground state|ψ0〉 and two
nonadiabatically coupled excited states|ψ1〉 and |ψ2〉. The
parameters of the model areE0 ) - 1.775 eV,E1 ) E2 ) 0,
g ) 0.05 eV,ω ) g, κ(0) ) - 3g, andκ(2) ) - κ(1) ) g/2.
The diabatic potential-energy curvesVn(x) of the model are
shown in Figure 1a.

In a first step, it is instructive to study the quantum-
mechanical electron-transfer dynamics of the system. To this
end, Figure 2a shows the population probabilityP2(t) (see
eq 2.3) of the diabatic electronic state|ψ2〉. As schematically
indicated in Figure 1a, it is assumed that at timet ) 0 this
state is impulsively excited by an ultrashort laser pulse.
Following an ultrafast initial decay, the quantum-mechanical
result forP2(t) is seen to exhibit quasiperiodic oscillations
with periods of≈24 and 70 fs. A closer analysis shows that
these dynamics are caused by the two shortest vibronic
periodic orbits of the system.34,45

To further illustrate the motion of the laser-induced wave
packet on the coupled potential-energy curvesV1 and V2,
Figure 3 shows the time-dependent probability distribution
P2(x,t) defined in eq 2.4. As a consequence of the impulsive
|ψ0〉 f |ψ2〉 excitation, the wave function at timet ) 0 is a
Gaussian centered atx0 ) 3. With increasing time, the wave
packet is seen to undergo oscillations alongx with a period
of ≈ 70 fs, which roughly corresponds to the vibrational
frequencyω of the model. Note that the nuclear motion is
directly linked to an oscillation of the electronic population;
that is, the vibrational dynamics trigger electronic transitions
between the two coupled states|ψ1〉 and |ψ2〉.58

Fel(N1,N2) ) δ(N1 - 1
2)δ(N2 - 3

2) (5.1)

Figure 2. Time-dependent population P2(t) of the optically
excited diabatic electronic state, as obtained for the one-mode
electron-transfer model. Compared are classical mapping
results (solid lines, eq 3.7) and quantum-mechanical reference
calculations (dashed line, eq 2.3) for the cases of (a) impulsive
excitation and (b) excitation by a Gaussian pump pulse of 20
fs duration (shown only for t > 25 fs, i.e., after the pump
pulse).
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We now turn to the classical mapping calculation for the
one-mode three-state model. As discussed before,58 the
nonadiabatic quantum dynamics of the system are nicely
reproduced by the classical formulation. While we find
almost quantitative agreement of the classical and quantum-
mechanical diabatic populations in Figure 2a, the comparison
of the corresponding time-dependent probability distributions
P2(x,t) in Figure 3 reveals the limits of the classical
approximation. Although the mapping calculation catches the
main features of the nonadiabatic wave packet motion, it is
seen to miss the finer details and substructures at longer
times.

It is interesting to study to what extent the electron-transfer
dynamics are reflected in the excited-state contribution to
the transient absorption spectrum. Assuming impulsive
excitation and probe pulses of 20 fs duration, Figure 3 shows
the quantum-mechanical pump-probe signal as a function
of the delay timetd and the probe carrier frequencyωII . As
discussed by several authors,9,40,59the excited-state pump-
probe signal nicely maps the time evolution of the quantum-
mechanical wave function. To obtain a first impression on
the overall performance of a classical description, Figure 3
also shows the corresponding transient absorption signal as
obtained from the second-order Franck-Condon approxima-
tion (eq 4.5). As in the case of the wave packet dynamics
discussed above, the classical transient absorption spectrum
is in excellent agreement with the quantum reference
calculation for times up to 150 fs. Only at longer times, the
classical description deteriorates and fails to resolve the finer
details of the spectrum.

We are now in a position to study the accuracy of the
various classical approximations to the transient absorption
introduced above, that is, the Franck-Condon approximation
to first-order (FC1), second-order (FC2), and vibronic
coupling (FCC), as well as the classical electron analogue
model (CEA) approximation. To this end, Figure 4 shows
cuts of the above-discussed transient absorption spectrum

at probe carrier frequenciesωII ) (a) 1.25 eV, (b) 1.75 eV,
and (c) 2.25 eV, corresponding to the low-, middle- and high-
frequency regions, respectively, of the spectrum shown in
Figure 3. While all classical approximations account for the
time evolution of the spectrum at least qualitatively, clear
differences are observed. First, we note that the two first-
order approximations FC1 and FCC may give rise to spurious
structures of the time-resolved signal, which indicate that
these approximations fail to correctly account for the
averaging effect caused by finite pulses. Although the FCC
description clearly represents an improvement over the
simple FC1 approximation, its higher computational effort

Figure 3. Comparison of the quantum-mechanical (QM, upper panels) and classical (CM, lower panels) electron-transfer dynamics
and spectroscopy of the one-mode model. Shown are (left) the time-dependent nonadiabatic wave packet motion as described
by the probability density P2(x,t) in eq 2.4 as well as the excited-state (stimulated emission, middle) and the ground-state (impulsive
Raman scattering, right) contributions to the transient absorption spectrum. The classical spectra are calculated using the FC2
approximation in eqs 4.5 and 4.16.

Figure 4. Cuts of the excited-state contribution to the
transient absorption spectrum at probe carrier frequencies (a)
1.25 eV, (b) 1.75 eV, and (c) 2.25 eV, obtained for the one-
mode electron-transfer model. The classical approximations
FC1 (red lines, eq 4.3), FC2 (green lines, eq 4.5), FCC
(orange lines, eq 4.7), and CEA (blue lines, eq 4.10) are
compared to exact quantum calculations (black lines).
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compared to the FC1 and FC2 calculations renders this
method less attractive.

The FC2 (eq 4.5) and the CEA (eq 4.10) classical
descriptions, on the other hand, are clearly superior to the
first-order approximations. Considering that their derivations
are based on quite different assumptions, the two formula-
tions give surprisingly similar results, at least for the simple
model under consideration. Their main deviation from the
quantum calculationsthe failure to reproduce the dip of the
pump-probe signal at 2.25 eVsis caused by the limits of
the classical mapping calculations (it already shows up in
the classical wave packet calculation in Figure 3) and not
by the approximate calculation of the spectrum.

So far, we have restricted the discussion to the case of
impulsive excitation (τI ) 0). To study the effect of finite
pump pulses on the electron-transfer dynamics, Figure 2b
shows the diabatic populationP2(t) in the case of a resonant
(ωI ) E2 - E0) pump pulse of 20 fs duration. As is expected,
the finite pulse tends to smear out the time evolution of
electronic population dynamics. When the FC2 doorway
function (eq 4.4) is used, the corresponding classical calcula-
tion is seen to somewhat exaggerate this broadening effect,
particularly at longer times. Because the latter also occurs
in the case of impulsive excitation, it again seems to be
caused less by the approximate calculation of the doorway
function rather than by the approximate calculation of the
nonadiabatic dynamics through the classical mapping cal-
culations.

Finally, we wish to study the performance of the classical
approximation to calculate the ground-state contribution to
the transient absorption spectrum. Employing the FC2
ground-state doorway and windows functions 4.15 and 4.16,
Figure 3 compares quantum and classical results of the time-
resolved ground-state pump-probe signal, sometimes re-
ferred to as “impulsive stimulated Raman” emission.40 As
the name indicates, the ground-state contribution mainly
reflects vibrational dynamics in the electronic ground state
and therefore yields only little information on the excited-
state electron-transfer dynamics. The coherent vibrational
motion seen in the quantum calculation is nicely reproduced
by the classical results.

C. Three-Mode Two-State Model. To describe the
situation of internal radiative transitions, we consider a two-
state three-mode system describing the photoinduced
electron-transfer process of the mixed-valence system
(NH3)5RuIIINCRuII(CN)5- investigated by Barbara and co-
workers.60 On the basis of the model of Wang and Thoss,35

we choose the parameters (in eV)E1 ) 0, E2 ) 1.177,
g ) 0.186,ω1 ) 0.2615,ω2 ) 0.0565,ω3 ) 0.0198,κn

(1) )
0, κ1

(2) ) 0.2003,κ2
(2) ) 0.1474, andκ3

(2) ) 0.0496. The
diabatic potential-energy curvesVn(x2) of the model along
the most important vibrational modex2 are shown in Figure
1b.

Assuming again that the diabatic electronic state|ψ2〉 is
impulsively excited at timet ) 0, Figure 5a shows the
quantum-mechanical diabatic population probabilityP2(t) of
the two-state three-mode model. The diabatic population is
seen to exhibit a complex stepwise decay within the first
≈200 fs. Also shown in Figure 5b is the adiabatic population

probabilityP2
ad(t) (see eq 2.6), which is surprisingly similar

to the diabatic populationP2(t). Unlike the simple one-mode
model discussed above, however, the coupling between the
electronic and the vibrational dynamics is not as straight-
forward for the three-mode model. As an example, Figure 6
shows the time-dependent probability densitiesP2(x2,t) and
P1(x2,t), reflecting the time evolution of the nonadiabatic
wave packet motion on the diabatic electronic states|ψ2〉
and|ψ1〉, respectively. (For brevity, we restrict the discussion
to the coordinatex2, which represents the most important
vibrational mode of the model.) Starting at timet ) 0 in the
upper electronic state at positionx2 ) 0, the wave packet
reaches the crossing region within≈20 fs and bifurcates into
two components evolving on the two coupled electronic
surfaces. The excited-state component of the wave packet
is seen to decay within a few hundred femtoseconds, while
in the electronic ground-state potential, the vibrational motion
is only weakly damped.

Let us turn to the transient absorption spectrum of the
three-mode model. As the ground-state contribution es-
sentially reflects simple harmonic vibrational motion similar
to the one-mode case, we restrict the discussion to the
excited-state contribution to the spectrum shown in Figure
6. The three-mode model is seen to give rise to pronounced
wave packet motion, exhibiting stimulated emission (I > 0)
as well as transient absorption (I < 0) from the hot ground
state. We note that the latter reflects parts of the wave packet
that decayed via the curve crossing to the electronic ground
state. The wave packet dynamics mostly reflects the motion
along thex2 coordinate, which is strongly shifted (κ2

(2)/ω2

≈ 1) and shows a period ofTω2 ≈ 70 fs. This is because the
high-frequency vibrationω1 (Tω1 ≈ 16 fs) is too fast to be
resolved by 20 fs pulses, and the low-frequency vibration
ω3 (Tω3 ≈ 200 fs) is quite slow on the time scale considered
and only affects a minor overall widening of the spectrum
around≈200 fs.

Finally, we wish to consider the performance of various
classical models. To this end, Figures 5 and 6 compare the

Figure 5. Time evolution of the electronic population prob-
ability of the (a) diabatic and (b) adiabatic optically excited
electronic state. Compared are classical mapping results (solid
lines, eqs 3.7 and 3.8) and quantum-mechanical reference
calculations (dashed lines, eqs 2.3 and 2.6), as obtained for
the three-mode electron-transfer model.
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quantum and classical electronic population probabilities and
probability densities, respectively. The simple classical
mapping formulation model is seen to reproduce the complex
structures of the electronic populations and the nonadiabatic
wave packet motion with surprising accuracy. The classical
calculation only misses fine details of the vibrational
structures, such as the complete rephasing of the wave packet
at the turning point of the potential atx2 ≈ 5. Similarly, the
classical transient absorption spectrum calculated at the FC2
level is found to be in excellent agreement with the quantum
result. The only difference to be seen in Figure 6 is that the
classical spectrum reaches somewhat further toward the high-
frequency side.

To study the accuracy of the various classical approxima-
tions to the transient absorption for the three-mode model,
Figure 7 shows cuts of the transient absorption spectrum at
probe carrier frequencies (a) 1.0 eV, (b) 1.5 eV, and (c) 2.0
eV. Again, it is found that the two first-order approximations
FC1 and FCC give rise to spurious structures of the time-
resolved signal, which indicate that these approximations fail
to correctly account for the averaging effect caused by finite
pulses. The FC2 and the CEA approximations are found to
be quite similar and give a fairly accurate description of the
transient absorption spectrum of the three-mode model.

VI. Conclusions
We have outlined a classical approach to the calculation of
time- and frequency-resolved pump-probe spectra of nona-
diabatically coupled molecular systems. We have generalized
the first- and second-order semiclassical Franck-Condon
approximations to the case of vibronically coupled potential-
energy surfaces (FC1 and FC2), proposed a classical version
of a nonadiabatic version of the Franck-Condon approxima-
tion (FCC), and employed a classical analogue of the
electronic dipole function (CEA). When established models
describing ultrafast photoinduced electron transfer are
adopted,34,35 it has been found that the two first-order

approximations FC1 and FCC give rise to spurious structures
of the time-resolved signal, which indicate that these
approximations fail to correctly account for the averaging
effect caused by finite pulses. The FC2 and CEA approxima-
tions, on the other hand, were found to be quite similar and
gave a fairly accurate description of the transient absorption
spectrum of the electron-transfer models under consideration.
As the numerical implementation of the derived doorway
and window functions at the FC2 level (eqs 4.4 and 4.5) is
rather straightforward, the generalized second-order Franck-
Condon approximation appears to be the method of choice.

Apart from the excited-state contribution for which a

Figure 6. Comparison of the quantum-mechanical (QM, upper panels) and classical (CM, lower panels) electron-transfer dynamics
and spectroscopy of the three-mode model. Shown are the time-dependent nonadiabatic wave packet motion as described by
the probability densities (left) P2(x2,t) and (middle) P1(x2,t) (eq 2.4), as well as (right) the excited-state contribution to the transient
absorption spectrum. The classical spectrum is calculated using the FC2 approximation in eq 4.5.

Figure 7. Cuts of the excited-state contribution to the
transient absorption spectrum at probe carrier frequencies (a)
1.0 eV, (b) 1.5 eV, and (c) 2.0 eV, obtained for the three-
mode electron-transfer model. The classical approximations
FC1 (red lines, eq 4.3), FC2 (green lines, eq 4.5), FCC
(orange lines, eq 4.13), and CEA (blue lines, eqs 4.10 and
B7) are compared to exact quantum calculations (black lines).
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number of classical formulations has been proposed, we have
also considered the classical evaluation of the ground-state
contribution to the transient absorption spectrum. Although
additional assumptions need to be invoked in order to
implement the FC2 approximation for this case, the resulting
classical calculations compare well to the quantum reference
results. Furthermore, we have devised a practical scheme
(eq 4.6) to account for effects of pump pulses of finite
duration.

Throughout this paper, we have employed the mapping
approach in order to achieve a classical description of
nonadiabatic quantum dynamics. The classical limit of the
mapping formulation has been shown to work surprisingly
well for the electron-transfer models under consideration.
Nevertheless, the derivations of the various classical ap-
proximations are by no means restricted to the mapping
formulation but can be used as well by employing other
classical models of nonadiabatic quantum dynamics, such
as the mean-field trajectory or the surface-hopping method.
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Appendix A: Quantum Description
Considering the external case defined by eqs 2.1 and 2.7,
we wish to derive the quantum-mechanical result for the
pump-probe signal (eq 2.9). Prior to the interaction with
the laser field, we assume that the system is in its electronic
and vibrational ground state|Ψ0〉 ) |ψ0〉|φ0〉. When time-
dependent perturbation theory is employed with respect to
the field-matter interaction, the wave function after the
interaction with the pump field can be written as2

where the operatorA accounts for the|ψ0〉 f |ψ2〉 absorption
process andµ̂(t) ) eiHt µ̂ e-iHt represents the transition dipole
operator in the Heisenberg representation. Similarly, the wave
function after the interaction with the second pulse reads

Assuming that the measured pump-probe signal is directly
proportional to the field-induced population in the final
electronic state, the excited-state spectroscopic signal is given
by

When the initial density operatorF0 ) |Ψ0〉〈Ψ0| is intro-
duced, this can be rewritten as

where we defined the Liouville operatorsDF ) AFA†, LF
) [H,F], andWF ) EFE† to recover the doorway-window
expression in eq 2.9.

Similarly, the ground-state signal (because of impulsive
stimulated Raman scattering) discussed in section IV.F is
obtained by projecting the fourth-order wave function
|ΨEAEA〉 on the initial state|Ψ0〉.2 The resulting expression
can be cast in doorway-window form (eq A5) with the
Liouville operators

Note that because of eq A6 the molecular system evolves in
the electronic ground state between the interaction with two
laser pulses, while in eq A4, the system evolves in the excited
electronic state between pulses.

Appendix B: Classical Approximations
To derive the FC1 result (eq 4.2), we employ the first-order
short-time approximation e-ihmt eihnt ≈ e-i(Vm-Vn)t to the
Heisenberg dipole operatorµ̂(t).7,8,30 This allows us to
perform the time integrations in eq A3 and yields for the
doorway and window operators

By replacing the quantum-mechanical trace in eq A5 by the
classical phase-space average∫ dΓ0... defined in eq 3.7, the
classical limit of the doorway-window expression (eq A5)
is given by eq 4.1 with the classical doorway and window
functions of eq 4.2.

When the second-order short-time approximation55 is
employed,

only one of the two time integrations in eq A3 can be
performed analytically. This yields the window operators55

and a similar result for the doorway operator. In the classical
limit, we obtain the FC2 result (eq 4.5).

Assuming that the matrix elements of the diabatic Hamil-
tonian commute (i.e., [hnm, hkl] ) 0), Dilthey et al.56

performed a resummation of the Heisenberg dipole operator
expansion, which leads to closed expressions for the spec-
troscopic projection operatorsA (eq A1) andE (eq A2). In
the external case, one obtains for the window operator

|ΨA〉 ) i∫-∞

∞
dt′ ε1(t′) µ̂(t′)|Ψ0〉 ≡ A |Ψ0〉 (A1)

|ΨEA〉 ) i∫-∞

∞
dt′ ε2(t′) µ̂(t′)|ΨA〉 ≡ E|ΨA〉 (A2)

I ) 〈ΨA|E†E|ΨA〉

) ∫-∞

∞
dt2 ∫-∞

∞
dt1 ε2(t2) ε2(t1)〈ΨA|µ̂(t1) µ̂(t2)|ΨA〉 (A3)

I ) Tr{A e-iHt EF0E
† eiHt A†} (A4)

) Tr{We-iLtdDF0} (A5)

Dg ) E†A )∫-∞

∞
dt2 ∫-∞

t2 dt1 εI(t2) εI(t1) µ̂(t2) µ̂(t1)

Wg ) E†A ) ∫-∞

∞
dt2 ∫-∞

t2 dt1 εII(t2) εII(t1) µ̂(t2) µ̂(t1) (A6)

DF0 ) µ2

4
e-RτI

2[ωI-(V2-V0)]2
〈ψ0|F0|ψ0〉 |ψ2〉〈ψ2|

W ) µ2

4
e-RτII

2[ωII-(V2-V0)]2|ψ2〉〈ψ2| (B1)

eih2t1 µ20 eih0(t2-t1) µ02 eih2t2 ≈
eih2(t2-t1)/2 µ20 ei(V2-V0)(t2-t1) µ02 eih2(t2-t1)/2 (B2)

W ) µ2

4∫-∞

∞
dt e-(t-td)2/(2RτII

2) e-RτII
2[ωII-(V2-V0)]2|ψ2〉〈ψ2| (B3)
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where|ψn
ad〉 and Wn denote adiabatic states and potentials,

respectively, defined in eq 2.5, and the matrix{Smn} is given
in eq 4.8. Containing two resonance conditions, the last term
in eq B4 is usually strongly suppressed and can be omitted.
In the classical limit, the FCC result (eq 4.7) is recovered.
In the internal case, we obtain56

where again off-resonant terms have been neglected. In the
classical limit, this yields eq 4.13.

The CEA result (eq 4.10) is directly obtained from eq A3
by employing the classical mapping of the electronic
transition dipole operator in eq 4.9. The calculation is
straightforward in the external case.27 In the internal case,
we recall that the quantum-mechanical pump-probe signal
consists of two contributions, reflecting absorption and
emission between the coupled electronic states|ψ1〉 and|ψ2〉.
In the CEA formulation, we also obtain two terms,µ12(t) +
µ21(t), which, however, collapse to the term 2Reµ21(t) within
approximation 4.9. Hence, in the internal case, both absorp-
tion and emission are described by a single dipole function
and therefore in an averaged manner.

To motivate a way to improve upon this simple ap-
proximation, we change to classical action angle variables
via xNn eiQn ) (Xn + iPn)/x2,32 thus obtaining for the
mapped transition dipole function33

A simple way to consider absorption and emission separately
is to replace the CEA dipole functions in eq B6 by

where nowsas in the quantum casesthe emission term
depends on the excited-state populationN2 and the absorption
term on the ground-state populationN1.
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Abstract: We have developed an algorithm to calculate the long-range Coulomb interactions

for the slab system with a uniformly charged surface that is periodic in two dimensions and

finite extent in the third dimension. This method, which is a modification of the three-dimensional

Ewald summation with a correction term, is tested via molecular dynamics simulations of the

adsorption of co-ions on the charged surface. The simulation results of counterion distribution

show a good agreement with theoretical prediction especially at low surface charge density.

Furthermore, we compute the force exerted on the particles for different systems. The consistency

of results demonstrates that the proposed algorithm is applicable to the system with a smoothly

charged surface in only two dimensions and is benefited from the widely used Ewald summation

method in all three dimensions.

1. Introduction
With recent advances in computer simulations of aqueous
biological systems and nanotechnology, the accurate com-
putation of long-range Coulombic interactions for charged
systems is becoming more and more important. The well
developed approach to this problem for the three-dimension
(3D) periodic system is the Ewald summation technique.1

Several optimization methods such as the smooth particle
mesh Ewald (SPME) method2 have been proposed in order
to perform effectively for large systems.

However, for many situations especially in the simulations
of surface and interfacial systems, the conventional Ewald
summation method cannot be used directly and needed
modification because the system is finite in one direction
and infinite in the other two dimensions. To treat the
electrostatic interactions of such slab geometry the two-
dimensional Ewald summation (EW2D) technique was first
reported by Parry3 and was subsequently extended by various
authors.4,5 Unfortunately, the applications of these techniques
are still limited for complex systems such as membranes and
surfactants since the direct use of the EW2D method is not

as simple and efficient as the EW3D method.6,7 Recently, to
solve this problem, an approximation method added a
correction term to the three-dimensional Ewald summation
(EW3D) technique for the simulation cell which is suf-
ficiently elongated in the direction of nonperiodicity to create
large empty spaces outside the system so as to minimize an
artificial influence from the periodic images in that direction.8

Particularly, Yeh et al.9 introduced the shape-dependent
correction term given by Smith10 into the EW3D technique
to calculate the electrostatic forces for systems with slab
geometry. It has been shown that this method termed as the
three-dimensional Ewald summation with the correction term
(EW3DC) is a good approximation to the exact EW2D
method with a significant reduction in computing time.

An alternative analytical method which needed to evaluate
trigonometric functions and Bessel functions of imaginary
arguments to deal with the long-range electrostatic interac-
tions in the three-dimensional system was proposed by
Lekner.11 Taking advantage of the symmetry given by the
periodicity of the lattice summation, the charge-charge
interaction was calculated and the interaction energy was
obtained by integrating the force expression. Based on
Lekner’s summation technique, several authors12-16 derived
expressions for the electrostatic force in systems periodic in

* Corresponding author e-mail: qiliao@iccas.ac.cn.
† Institute of Chemistry, Chinese Academy of Sciences.
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one or two dimensions. Recently, the comparison between
the Ewald quasi-2D and Lekner summation methods has been
carried out by Mazars,17 which shows that they are in close
agreement when correctly implemented for the computation.

Although the charged surface with molecular details is
modeled by the EW3DC method mentioned above, many
charged surfaces could be simulated by a coarse-grained
model of a uniformly charged surface to make the calcula-
tions more efficient. The coarse-grained model of the
uniformly charged surface may be described by just one
parameter, i.e. the charge density at the surface. For this kind
of model, we would like to substitute the atomistic detail of
the surface by a uniformly charged surface to speed up the
simulation. The purpose of our work is to extend the method
based on the EW3DC technique to the electrostatic interac-
tion calculation of smooth surface systems with uniform
charges in computer simulations. Section 2 describes the
expression of Ewald summation we developed for a two-
dimensional (2D) system with a uniformly charged surface.
To test this method we performed simulations on the
counterion distribution next to the uniformly charged surface.
Results for counterion density profiles compared with the
Poisson-Boltzmann (PB) theory are presented in section 3.
For a more direct test, force calculations of particles for
different systems have been carried out, and the results are
also shown in section 3. Finally, we draw a conclusion of
our work in section 4.

2. Algorithm
We first give a brief review of the EW2D technique9 and
then present our method for treating Coulomb interactions
in 3D systems with a smoothly charged surface. It is known
that the electrostatic energy for a system ofN point charges
qi at positionr i can be written as

The sum overn takes into account all of the periodic
images of the charges, and the prime indicates that in the
case ofi ) j the termn ) 0 must be omitted. We are omitting
all factors of 1/(4πε0) for clarification (ε0 is the vacuum
permittivity). For long-range potentials, this sum is condi-
tionally convergent, which means the result depends on the
order in which it adds up the terms. If we add up our infinite
system by sphere layers,1 the electrostatic energy could be
obtained by the Ewald sum, and the final result is

where the contribution from real spaceEr, the contribution
from reciprocal spaceEk, the self-energyEs, and the shape-
dependent dipole correction for the spherical geometryEd

are respectively given by1,10

By modifying the shape-dependent dipole correctionEd

to the geometry of a rectangle plate, i.e.

Yeh et al.9 show that the 3D Ewald summation with the
correction term can be used with sufficient accuracy in the
calculation of electrostatic energy of a system with slab
geometry, even better than the 2D Ewald sum. More
importantly, the computing time by using modification of
the 3D Ewald sum is about 10 times faster than the time for
the 2D Ewald sum.

In MD simulation, the evaluation of force is much more
important. The forceFi exerted on particlei is obtained by
differentiating the electrostatic energyE, and the results are
given by

where

Consider a uniformly charged surface with charge density
F ) qi

s/LxLy, the electric field acting on the particlesi around
the surface is given by18,19

The x, y, andz components of the force are given by

and the co-ions of the surface charges will distribute around
the surface. When we put the co-ions in the simulation box,
the simulation system is not electroneutral if the surface
chargeqi

S is not included in the Ewald summation of eqs

E )
1

2
∑

n

′

∑
i,j)1

N qi qj

|r ij + nL|
(1)

E ) Er + Ek + Es + Ed (2)

Er )
1

2
∑
i,j

∑
m

′

qi qj

erfc(κ|r ij + mL|)
|r ij + mL|

(3)

Ek )
1

2πV
∑
i,j

∑
k*0

qi qj (4π2

k2 ) exp(-
k2

4κ
2) cos(k‚r ij) (4)

Es ) -
κ

xπ
∑

i

qi
2 (5)

Ed )
2π

(1 + 2εs)V
(∑

i

qir i)
2 (6)

Ed )
2π

V
(∑

i

qir i,z)
2 (7)

Fi ) Fi
r + Fi

k + Fi
d (8)

Fi
r ) qi ∑

j

qj ∑
m

′ ( 2κ

xπ
exp(-κ

2|r ij + mL|2) +

erfc(κ|r ij + mL|)
|r ij + mL| ) r ij + mL

|r ij + mL|2
(9)

Fi
k )

qi

V
∑

j

qj ∑
k*0

4πk

k2
exp(-

k2

4κ
2) sin(k‚r ij) (10)

Fx
d ) Fy

d ) 0, Fi,z
d ) -

4πqi

V
∑

j

qj r j,z (11)

Ei ) F
2ε0

(12)

Fi
S ) (Fi,x

S ) 0, Fi,y
S ) 0, Fi,z

S )
Fqi

2ε0
) (13)
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9-11, although the real physical system is still electroneutral.
Thus we could not directly obtain the electrostatic energy
and Coulombic force by eqs 2 and 8. In the following parts,
with the modification of the EW3DC technique, we put
forward an approach to solve the Ewald summation for the
system with a smoothly charged surface.

The Coulombic force on particlei, if we include the
charges of surface in the Ewald sum, is given by

where Fi
r,S and Fi

k,S are contributions from surface char-
ges qi

S, and Fi
r,NS and Fi

k,NS are contributions from other
charged particlesqi. Since there is no possible surface
structure to obtain the positions of the surface charges, the
EW3DC technique cannot be used directly to calculate the
electrostatic interactions between surface charges and non-
surface charges.

As shown in Figure 1, given that the surface charge density
is the same, the forceFi

S (eq 13) contributed from surface
charges in a real system is equal to the forceFi

P in the parallel
plate capacitor. From Yeh et al.’s modification,9 the force
Fi

P in the parallel plate capacitor could be calculated with
sufficient accuracy by

In the parallel plate capacitor system, the system is
electroneutral if we include the surface charge in the
calculations of the Ewald summation; we haveFi

P ) Fi
r,S +

Fi
k,S + Fi

d,P because the force contributed from nonsurface
charges is zero in the parallel plate capacitor system. Thus
the forceFi in the system with a smoothly charged surface
at positionrS,z is given by

where

Note that eqs 20 and 21 have the same forms of the Ewald
summation but perform the force evaluation for the nonsur-
face particles. The Coulombic interaction between the surface
charges and co-ions is merged into eqs 17-19 and has
nothing to do with the position of the surface. In conclusion,
the eqs 16-21 give the formula for the force in the system
with a uniformly charged surface of charge densityF.

3. Molecular Dynamics Simulations of
Co-Ions on a Uniformly Charged Surface
3.1. Model.To test the validity of the algorithm referred to
above, we performed the simulations of co-ions adsorbed on
the full-atom surface (simulation I) and smooth surface (simu-
lation II), respectively, with the same charge densityF of
the surface. Figure 2 shows the snapshots of the adsorption
of co-ions in simulation I and simulation II at different
surface charge densities.

For simulation I, we chose a simulation box with the
orthorhombic boundary condition having dimensionLz )
480.0σ (σ is the length unit in the simulation) normal to
the surfaces eight times larger than the lateral dimensionL
) 60.0σ. Two impermeable rectangle slabs of thicknessσ
constructed by a number of 420 atoms are respectively
located atz ) 1/8 Lz and z ) -1/8 Lz of the central
simulation box perpendicular to thez-axis. Different numbers
of atoms carrying charge are uniformly distributed on the
slab atz ) -1/8Lz in order to obtain various surface charge
densityF. To maintain the electroneutrality of the system,
monovalent co-ions are confined in thez direction between
two slabs. Therefore, the closest approaches of the co-ions
to the impenetrable surfaces arez ) ((1/8)Lz -σ. We
employed a shifted Lennard-Jones (LJ) potential to describe
the pure repulsive excluded volume interactions between any
pair of particles in the simulations.

σandεLJ are respectively the LJ units of length and energy.
The strength of the short-range interactions is controlled by
the parameterεLJ. As far as simulation II is concerned, the
charged smooth surface is substituted by the effect of the
external field. We developed our modification code based
on the DL_POLY version 2.12 software package.20 To avoid
the co-ions moving out of the simulation box when the
distance between ions and surface is less thanσ, a potential
provided by the software package named containing wall
with the expressionU ) A(R0 - r)-n is employed to confine

Figure 1. The force contributed from surface charges i in
real system and the one in the parallel plate capacitor.

Fi ) Fi
r + Fi

k + Fi
d ) Fi

r,S + Fi
r,NS + Fi

k,S + Fi
k,NS + Fi

d

(14)

Fi
S ) Fi

P ) Fi
r,P + Fi

k,P + Fi
d,P (15)

Fi ) Fi
S - Fi

d,S + Fi
r,NS + Fi

k,NS + Fi
d (16)

Fi
S ) (0,0,Fi,z

S) ) (0,0,
Fqi

2ε0
) (17)

Fi
d,S ) (0,0,-

4πqi FLxLy(rS,z - r i,z)

V ) (18)

Fi
d ) (0,0,-

4πqi

V
[∑

j

qjr j,z + FLxLyrS,z]) (19)

Fi
r,NS ) qi ∑

j∉S

qj ∑
m

′ ( 2κ

xπ
exp(-κ

2|r ij + mL|2) +

erfc(κ|r ij + mL|)
|r ij + mL| ) r ij + mL

|r ij + mL|2
(20)

Fi
k,NS )

qi

V
∑
j∉S

qj ∑
k*0

4πk

k2
exp(-

k2

4κ
2) sin(k‚r ij) (21)

ULJ
S(r) ) {4εLJ[(σr )12

- (σr )6] + εLJ r e 21/6σ

0 r > 21/6σ
(22)
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the co-ions betweenz ) (1/8)Lz - σ andz ) -(1/8)Lz + σ.
The interactions between any couple of co-ions are the same
as the ones performed in simulation I. Solvent molecules,
which are not included explicitly in simulation I and
simulation II, are modeled by a continuum with the dielectric
constantε. In such a medium, the electrostatic interactions
between nonsurface charges in the simulation box and their
periodic images are computed by the smoothed particle mesh
Ewald (SPME) algorithm2 implemented in the DL_POLY
version 2.12 software package.20

After the initial conformation was constructed as above
(see Table 1 for details), we performed the molecular dy-
namics simulations (MD) for both simulation I and simula-
tion II with different surface charge densities at constant
temperatureT ) 1.0εLJ/kB using the Langevin thermostat,

wherekB is the Boltzmann factor. The propagation of the
trajectories was done using the Verlet algorithm with a time

step equal to∆t ) 0.005τLJ, whereτLJ ) xmσ2/kBT is the
standard time unit for Lennard-Jones fluid. In all simulations,
a period of 450 000 MD steps was recorded in every 2500
MD step runs for further data analysis after the equilibration
period of 50 000 MD steps, which is long enough to relax
the whole system.

3.2. Results and Discussion. A. Adsorption of Co-Ions
on the Surface.The results of the co-ions density profile
with different surface charge densities for simulation I (full-
atoms surface) and simulation II (smooth surface) are
presented in Figure 3 (parts a and b, respectively). From these
two figure parts, we easily observe that the density of co-
ions decays with distancez from the plane and at a large
distance becomes independent of the surface charge density
because of the screening of the surface charge by the cloud
of co-ions. Meanwhile, the data from simulation II are almost
identical to those obtained by simulation I when the
parameters used in all the simulations are the same.

Figure 2. Snapshots of the adsorption of co-ions on the full-atoms surface with the charge densities of 0.01(a) and 0.1(b) and
the smooth surface with the charge densities of 0.01(c) and 0.1(d). For (a) and (b), co-ions are red spheres, charged atom on
the surface - green spheres, and neutral ones - blue spheres. For (c) and (d), co-ions are green spheres, and the charged
surface is yellow.

Table 1. Dependence of Co-Ions Number N on Surface
Charge Density F for Both Simulation I and Simulation II

F 0.01 0.02 0.05 0.1 0.2 0.3 0.4 0.8
N 37 73 182 364 728 1092 1455 2910
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To compare with the theoretical results, we first reviewed
the Poisson-Boltzmann theory for a charged flat surface in
the presence of co-ions.21,22Considering a uniformly charged
infinite flat surface with charge densityF, the distribution
of the dimensionless electrostatic potential in the directionz
perpendicular to the surface can be represented asΨ(z) ≡
eψ(z)/kBT from the electrochemical potential of any ion.
Since the electrochemical potential must be constant through-
out the solution, we can get the Boltzmann distribution of
the neutralizing monovalent co-ions at any position in the
solvent. The density profile of the co-ions,ci(z), in the case
of no added electrolyte solution, can be obtained on the basis
of the Poisson-Boltzmann equation

where lB is the Bjerrum lengthlB ) e2/kBTε and ε is the
dielectric permittivity of the solvent. With the boundary

conditionsΨ(0) ) 0 and (dΨ(z)/dz)z)0 ) 2/Λ, because of
the zero surface potential at electric field and the requirement
of overall electro neutrality, the solution is given by

whereΛ ) (2πlBF)-1 is the Gouy-Chapmann length, which
characterizes the thickness of the co-ions cloud above a
homogeneously charged planar surface.

From the analysis above, we also plotted the theoretical
curves of the co-ions density distribution for different surface
charge densities in the same figures. The graph exhibits that
they agree with the simulation results especially at a small
surface charge density. As far as the co-ions density
distribution at high surface charge density is concerned, since
the Poisson-Boltzmann equation is no longer available, the
computing results deviate from the theoretical value.

B. Forces between Charged Surface and Co-Ions.The
most accurate and direct means to affirm the validity of the
methodology is the calculation of the interaction force. The
same geometry of the simulation cell with uniformly charged
surface and parameters mentioned in simulation II have been
used here. The co-ions are arranged symmetrically on a plate
that is parallel with the charged surface because we want to
model the system of the parallel plate capacitor. Theoreti-
cally, eq 13 shows that thez component of the force exerted
on any particle is independent of distance away from the
surface in the parallel plate capacitor system if the charge
density of the surface is constant. We calculated the force
of the particles located atz ) -58.0σ contributed from the
surface with different charged density after one MD step,
which are presented in Figure 4. The simulation results are
in excellent agreement with theoretical values obtained from
eq 13. This implies that applying the parallel plate capacitor
model to deal with the long-range interaction for a uniformly
charged surface is feasible.

We also computed the force on particles for simulation I
and for the same model except for replacing the full-atoms
surface with a uniformly charged surface. At the same time
the force exerted on particles for the simulation with full-
atoms charged surface was calculated by EW3DC and
EW3D, respectively. Figure 5 shows the comparison of the

Figure 3. The co-ions density profiles at different surface
charge densities in double-logarithmic coordinates for (a) full-
atoms surface and (b) uniformly charged surface. The theo-
retical prediction ci (z) ) [2πlB(z + Λ)2]-1 is shown by the solid
line.

d2Ψ
dz2

) -4πlBci(z) (23)

ci(z) ) ci(0) exp(-Ψ(z)) (24)

Figure 4. The comparison of force in the z direction with a
charged smooth surface between simulation and theory for
different surface charge densities. The solid line is the
theoretical value calculated via eq 13.

Ψ(z) ) 2 ln(1 + z/Λ) (25)

ci(z) ) [2πlB(z + Λ)2]-1 (26)
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variance of forces for each case at different charge densities.
The variance of forces is calculated as follows:∆f )
∑i)1

ions(fi1 - fi2)2, where the superscript represents two sys-
tems which are to be compared. The plot clearly implies that
the correction term is necessary to be considered for
computing long-range Coulombic interactions in the inter-
facial system, and it is also reported in Yeh’s work.9 After
comparing with the data obtained from the calculation for
full-atoms surface, we also conclude that the algorithm of
the electrostatic force for a uniformly charged surface gives
good numerical results.

4. Conclusion
In this study, we introduced a modification of the previously
developed Ewald summation technique to apply to systems
with uniformly charged surfaces. The Yeh’s algorithm, which
just adds a correction term to 3D Ewald summation, could
be benefited from the development of the Ewald summation
method. Molecular dynamics simulations of co-ions adsorbed
on the charged surface and detailed comparison of forces
were performed to test the validity of the algorithm.
Comparing the simulation results with the theoretical predic-
tion, we clearly demonstrated that the method we adopted
to treat the electrostatic interaction is suitable to study
systems with a smoothly charged surface.
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Abstract: The interaction forces between nanoscale colloidal particles coated with end-grafted

Lennard-Jones homopolymers are calculated using off-lattice Monte Carlo simulations in the

NVT ensemble. The focus of this work is on grafted polymers that are of approximately the

same size as the nanoparticle, a regime intermediate to the star-polymer and Derjaguin limits.

The effects of chain length (N), nanoparticle diameter (σc), grafting density (Fa), and colloid-
polymer and polymer-polymer interaction energies (εcp and εpp) on the polymer-induced force

between the nanoparticles are explored. The inclusion of attractive dispersion interactions

between the particle and polymeric modifier results in either long-ranged attraction and short-

ranged repulsion or pure repulsion, depending on the molecular parameters. The polymer-

induced attraction occurs even under good solvent conditions below a threshold grafting density

(Fa) and chain length (N) and could be attributed to both bridging (colloid-polymer) and

intersegmental (polymer-polymer) attraction. Above the threshold Fa and N values, chain entropy

and excluded volume effects begin to dominate and lead eventually to polymer-induced repulsion

and, consequently, nanoparticle stabilization. These results point to the importance of considering

dispersion attractions between grafted segments and the nanoparticle surface in modeling these

high-curvature colloid interactions.

1. Introduction
We previously used Monte Carlo simulation to examine
homopolymer adsorption on nanoscale colloidal particles and
the associated polymer-induced forces between them.1 How-
ever, polymers irreversiblyend-graftedto the surface of
nanoparticles are technologically more significant for pas-
sivating, stabilizing, or directing the assembly of nanoparticle
dispersions. These systems have important applications in
areas such as photonics and electronics, chemical and
biological sensing, and energy storage. In addition, organi-
cally modified nanoparticles also serve as functionalized
building blocks for programmed assembly into supramo-
lecular entities. Models of the effect of molecular parameters
(polymer chain length, graft density, nanoparticle diameter,
and polymer-particle interaction energy) on the resulting
interaction forces are critical for the rational design of
modifiers for these purposes.

Planar Surface Models. The structure and physical
properties of end-grafted polymers and the interactions
between polymer-grafted surfaces have been studied exten-
sively in recent years. Models of nonadsorbing end-grafted
polymers (no segment-surface attraction beyond the tethered
segment) predict the well-known mushroom-to-brush transi-
tion as the graft density increases. When two such polymer
brushes approach in a good solvent, unfavorable steric
overlaps between the polymer segments give rise to an
entropic repulsion, commonly called “polymeric stabiliza-
tion”. These phenomena have been described successfully
via scaling analysis,2,3 self-consistent field (SCF) theory,4-9

and Monte Carlo10,11and molecular dynamics simulations.12,13

In addition, many experimental studies of the interactions
between planar polymer brushes14-19 report a monotonically
increasing repulsive force, concurrent with models that
neglect polymer-particle attractive interactions.

Alternately, attractive interactions between the surface and
the tethered polymer segments result in a more complex* Corresponding author e-mail: carson.meredith@chbe.gatech.edu.
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situation. At low grafting densities, the polymers adopt a
flat, pancakelike conformation to maximize the favorable
surface-segment contacts. As the grafting density is in-
creased, the polymer chains form brushes, but at a relatively
higher grafting density compared to the nonadsorbing
surfaces. Attractive interactions between the grafted polymer
and the surface can result in bridging attraction between the
polymer-coated surfaces. In a recent study, the force between
a sphericalpolymer brush in a good solvent and a coated
atomic force microscope (AFM) tip indicated bridging
attraction even at relatively high grafting density.20 One
important question is whether the curvature of the brush
influences the importance of segment-surface attractions.

Curvature Effects. SCF and scaling methods have also
been extended to curved surfaces, mostly in either the star-
polymer limit, where the polymers are very long compared
to the particle diameter,21-24 or the Derjaguin limit, where
the range of the interaction is small compared to the particle
radius (small curvature effects). Nanoscale colloidal particles
are often tethered to oligomers (short alkyl chains) of
approximately the same size range as the nanoparticle. This
regime, intermediate to the star-polymer and the Derjaguin
limits, has been relatively unexplored, particularly with
regard to effects of polymer-surface attraction. The primary
effect of curvature, relative to flat surfaces, is that the volume
available to the grafted chains increases as∼r3 rather than
∼r (r ) radial distance from the surface). As a result, entropy
loss from overlapping chains is not as much of a penalty
when curved brushes approach one another. The diminished
role of overlap entropy points to the possibility that
polymer-surface attraction might become significant, which
would lead to differences in the interactions between highly
curved brushes (nanoparticles) versus low-curvature or flat
brushes (conventional colloid sizes∼100 nm to 10µm).

Wijmans et al.25 used a two-dimensional lattice SCF to
calculate the interaction between two polymer-coated par-
ticles whose radii of curvature are of the same order of
magnitude as the polymer layer thickness. They found the
repulsive interactions to befar lessthan those predicted by
the Derjaguin approximation. Recent Monte Carlo simula-
tions in this regime26 predicted a lower repulsive force at
short distances than the Wijmans et al. results,27 attributed
to the neglect of monomer correlations in the SCF theory.
The interaction forces obtained from the simulations were
also modeled by a combination of the Witten-Pincus
approach26 and the Flory theory for dilute polymer solu-
tions.22 SCF studies of grafted-polymer nanoparticles in a
good solvent28 show that the interaction can becomeattrac-
tiVewhen the segment “clouds” of the two spheres just begin
to overlap and can become purely attractive at low grafting
densities. The reason for these contrasting experimental and
modeling results is not apparent and reflects the need for
further study.

In this paper, we consider the effect of end-grafted
polymeric modifiers on the interaction forces between
nanoparticles that (1) experience Lennard-Jones (LJ) attrac-
tion with the end-grafted polymer segments and (2) are of
the same dimensions as the polymers; for example, curvature
effects are important. Using Monte Carlo simulations, we

study the effect of nanoparticle diameter (σc), polymer chain
length (N), grafting density (Fa), and colloid-polymer and
polymer-polymer interaction energies (εcp andεpp) on the
polymer-induced force profiles between nanoparticles. We
identify the physical mechanisms that lead to attraction or
repulsion in the force profiles on the basis of interplay
between the various molecular parameters described above.

2. Simulation Method
Parameters and Model.We have simulated the interaction
between two spherical nanoparticles grafted with LJ polymer
chains by using three-dimensional off-lattice Monte Carlo
simulations in the canonical (NVT) ensemble. Figure 1
contains a schematic of the simulation box with two
nanoscale colloidal particles that are fixed along thez axis.
Each of the nanoparticles hasnc chains of lengthN that are
grafted at random positions on the nanoparticle surface. In
most cases,N ) 10-30, while a few results are also
presented for longer chains ofN ) 50. To study the effect
of grafting density, the number of grafting chains is varied
from nc ) 6 to nc ) 55, which correspond to grafting
densities ranging from 0.02 to 0.18. The grafting density (Fa)
is given byFa ) nc/πσc

2. Grafting density is normalized by
dividing by the bulk radius of gyration,Rg, with Fa* )
FaπRg

2. A “mushroom” (or “pancake”, depending on the
polymer-particle interactions) to “brush” transition occurs
at a reduced grafting densityFa* ≈ 1, where chains grafted
to a single surface begin to overlap laterally. The grafting
densities studied in this work correspond toFa* values of
0.5 e Fa* e 5, depending on chain length and nanoparticle
diameter. Experimental values ofFa* commonly range
between 1 and 20.29

The polymers are modeled as fully flexible chains with a
bond length ofσp. The polymer segments interact via the
Lennard-Jones potential, cut and shifted to zero atrc ) 2.5σp,
given in eq 1

Figure 1. Configuration snapshot of the simulation box
showing two colloidal nanoparticles with end-grafted polymeric
modifiers (σc ) 10σp, N ) 30, Fa* ) 3.0, T* ) 3.0).
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whereσij ) (σi + σj)/2 is the size parameter andεij is the LJ
interaction energy parameter. The cut-and-shifted LJ poten-
tial, for which phase behavior and structure have been
characterized well, is used as a computational simplification
for evaluating the polymer segment-segment interactions.
However, the colloid-colloid and the colloid-polymer
interactions are modeled using the “full” LJ potential; for
example, the potential was evaluated at all interparticle
distances without a cutting off the potential. This was done
to avoid computational artifacts and difficulty in interpreting
results because the cutoff value,rc, would vary widely as
the colloid size is varied. The interaction between the colloid
and the first polymer segment that is grafted permanently to
the colloid surface is not considered, as it would contribute
only a constant to the energy and cancel in calculations of
energy change. The temperature was reduced with the LJ
parameters in the usual manner,T* ) TkB/εpp, whereεpp is
the polymer segment-segment interaction parameter andkB

is the Boltzmann constant. All of the simulations were
performed atT* ) 3.0 (good solvent conditions),εcc ) 1,
andεpp ) 1, unless specified otherwise. The polymer-coated
nanoparticle interaction forces were calculated for two
different particle diameters,σc ) 10σp and 5σp. The effect
of the colloid-polymer interaction strength (εcp) on the force
profiles was studied by varyingεcp from εcp ) 2εpp to a purely
soft-repulsive interaction between the colloid and polymer
segments. The dimensions of the simulation box are 50σp in
the x and y directions and 60σp in the z direction, large
enough to prevent artificial interactions between periodic
images.

It is important to understand the relevance of the chosen
model to realistic experimental systems. We have not
accounted for atomic or electronic detail because this work
does not aim to account for the effects of chemistry or
chemical differences between polymers and surfaces. Rather,
the focus of this work is physical effects of curved particles
that interact attractively with short polymer chains. The freely
jointed LJ model is a coarse-grained approach chosen for
its simplicity, its ability to capture physical behavior, and
the large amount of information available for LJ model
systems. The LJ potential is one of the most studied attractive
potentials and has been used for decades to examine the
physical behavior of pure fluids, mixtures of small molecules,
polymer solutions, melts, and blends, as well as colloidal
systems. The equations of state properties of LJ fluids and
polymers are well-known, allowing us to accurately set the
solvent quality, temperature, grafting densities, and other
parameters. It is likely that our results would be most
appropriately compared to experiments where oligomers are
irreversibly grafted to random sites on colloidal nanoparticles,
in which there is a net attraction between the chain segments
and the particle. In particular, systems in which isotropic
dispersion (London) forces dominate would be most similar
to the model, for example, polystyrene grafted to silica in a
toluene solvent. The use of freely jointed chain segments is

an extreme simplification that artificially increases the
number of available chain conformations (entropy) relative
to more realistic bead-spring models.30 However, the inclu-
sion of restrictions to segmental rotation tends to result in
quantitative corrections to calculated properties but often does
not change the underlying physical behavior.

Computational Details.The simulation was initialized by
fixing the two nanoparticles at a specified distance from each
other along thez axis. Grafting sites were then chosen at
random on each surface, and the first monomer of each
polymer chain was fixed permanently at those sites. The
remainingN - 1 segments of each chain were then grown
in a stretched-out conformation avoiding overlaps with
neighboring chains. The initially stretched conformation
facilitates faster equilibrium and helps avoid “locked”
configurations. Equilibration of the grafted chains is achieved
by two methods for generating chain conformations. Chain
segments 2 throughN/2 were moved by using the “crank-
shaft” method, which performs a random rotation about the
axis passing through the center of the neighboring segments.
The remaining part of the chain farthest from the particle
surface,N/2 + 1 to N, was moved using the continuum
configurational bias (CCB) algorithm. The CCB method
consists of cutting a chain at a randomly selected site and
regrowing it site by site until the original chain length is
restored. The regrowth process involves scouting various trial
positions on a spherical surface centered at the previous
existing site, favoring nonoverlapping low-energy configura-
tions at each stage. Details on the computer implementation
of the CCB method and its applicability and limitations have
been outlined in the literature.31,32 After equilibrium is
achieved, the forces on each particle [FAP(r) andFBP(r)] due
to the polymer chains were calculated. Such individual
simulations were performed from the nearest center-to-center
separation (rc-c) between the nanoparticles ofrc-c ) σc +
2σp in increments of 1σp up until approximatelyrc-c ) 2.5
σc. The method and equations used for the force calculation
are the same as those described in part I of this series. The
force profiles reported in this work are normalized by
subtracting the force at “infinite” separation, where the
nanoparticle surfaces are far enough not to affect one another
significantly.

The reaction-coordinate approach used here, where par-
ticles are constrained to approach one another along a
collision path, is a common geometry in free energy and
force calculations, for example, free energy perturbation and
thermodynamic integration approaches. The approach has
been shown to be accurate for calculating equilibrium
properties of reacting species, fluid structure, and forces
between submerged colloidal particles.33 The potential
disadvantages include the fact that experimental systems may
not really achieve equilibrium chain conformations as
particles approach and collide, although in general, the time
scale for chain rearrangement (∼nanoseconds) is usually
several orders of magnitude faster than the particle-particle
collision time scale (∼microseconds). The other possibility
is that of frozen configurations trapped in a local energy
minimum as the particles approach closely. We have

U(rij) ) {4εij[(σij

rij
)12

- (σij

rij
)6

- (σij

rc
)12

+ (σij

rc
)6] r e rc

0 r > rc

(1)
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attempted to circumvent this by running each simulation
multiple times from different initial configurations.

Equilibration required (20-40) × 106 Monte Carlo steps
(where each step corresponds to one attempted move)
depending on the grafting density and chain length. “Equi-
librium” was defined as occurring when the energy ap-
proached an asymptote and fluctuated less than 2% and did
so in a repeatable manner from different initial states.
Average forces, chain conformational properties, and segment
density profiles were collected over (100-160) × 106

attempted moves at each separation distance. The statistical
error for the conformational properties of the chains was
taken as the root-mean-square fluctuation divided by the
square root of the number of independent blocks. Statistical
error in the forces was based on the statistical inefficiency
parameter discussed by Allen and Tildesley.34 Error bars were
omitted from the figures if they were smaller than the
symbols representing the data points. Table 1 gives the details
of all of the cases that were investigated in this study.

3. Results and Discussion
Effect of Grafting Density (Fa*). Figure 2 shows the effect
of reduced grafting density (Fa*) on the polymer-induced
forces (FP) between the nanoparticles atσc ) 10σp, N ) 30,
εcp ) εpp ) 1. The direct LJ dispersion force between the
uncoated nanoparticles obtained by

is also shown for comparison. In all force profiles reported
in this paper, thex coordinate is taken to beD ) (rc-c -
σc), which is the nearest surface-to-surface distance between
the nanoparticles. For all grafting densities, the force-
distance plots show long-ranged attraction and short-ranged
repulsion, similar in form and comparable in magnitude to
the direct nanoparticle force. The attractive minimum grows
deeper and shifts to larger separations with increasing

grafting densities up toFa* ) 3.0, beyond which the
minimum shifts back upward (forFa* ) 5.0). The nature
and magnitude of the polymer-induced forces between the
nanoparticles are a consequence of the competition between
attraction due to bridging and intersegmental interactions and
repulsion due to steric interactions between the grafted
chains. Bridging occurs because of attractive segment-
surface interactions and the presence of exposed adsorption
sites on the nanoparticle surface. AtFa* ) 0.5, the polymer
is in a pancakelike conformation wherein the average
distance between the grafting sites is more than theRg of
the polymer chains and the grafted polymers tend to lie flat
on the particle surface because of favorable particle-polymer
contacts. Although the surface coverage is low (which is
favorable for bridging), the small number of grafted chains
results in a very low density of bridges formed. In addition,
the flattened conformations of the grafted polymers also
constrain the amount of bridging that can occur. AsFa* is
increased beyondFa* ) 1.0, the polymer chains undergo a
gradual transition to the brush regime, wherein the excluded
volume considerations cause the polymer chains to extend
outward from the surface. It is noteworthy that the pancake
(or mushroom) to brush transition for short chains (low
molecular weight polymers) is not a very sharp transition
and occurs over a broad range of grafting densities.35 With
increasingFa* , there are more chains available that can form
bridges between the two particles. However, there is a
progressive decrease in the availability of binding sites on
the surface and also an increase in the monomer density in
the interparticle region. These competing effects suggest that
there is a threshold value of grafting density beyond which
the number of bridging chains would be limited by entropic
effects.

Figure 3 shows the average number of bridging chains
(nbridge) versus the separation distance (D) at different grafting
densities corresponding to Figure 2. The plots indicate that
there is a maximum innbridge at a grafting density ofFa* )
3.0, and a further increase in the grafting density results in
a slight decrease innbridge. The grafting density at which the
polymer-induced attraction between the nanoparticles is
strongest coincides with the maximum innbridge (at Fa* )

Table 1. Simulation Conditions Explored in This Studya

case
number σc N εcp εpp

Fa* )
FaπRg

2
Fa )

nc/πσc
2 nc Rg

2 REED
2

1 10 30 1.0 1.0 0.5 0.02 6 8.05 45.23
2 1.0 0.04 11 8.15 47.33
3 2.0 0.07 22 8.16 48.16
4 3.0 0.11 33 8.33 50.63
5 5.0 0.18 55 8.86 57.90
6 10 30 2.0 1.0 5.0 0.18 55 8.16 48.91
7 Repb 1.0 5.0 0.18 55 9.95 72.11
8 1.0 Rep 5.0 0.18 55 15.82 127.71
9 Rep Rep 5.0 0.18 55 16.44 137.02

10 10 10 1.0 1.0 0.8 0.11 33 2.42 15.12
11 10 50 1.0 1.0 5.0 0.11 33 14.74 86.19
12 5 10 1.0 1.0 0.8 0.11 8 2.42 14.94
13 5 30 1.0 1.0 3.0 0.11 8 8.54 51.55
a Fa () nc/πσc

2) is the grafting density, and Fa* () FaπRg
2) is the

reduced grafting density. nc is the number of chains grafted on each
colloidal particle. Rg and REED are the radius of gyration and end-to-
end distance of the end-grafted polymer chains. b “Rep” indicates a
purely repulsive interaction obtained by using only the repulsive term
in the Lennard-Jones 6-12 potential.

FD(r) ) -
∂Ucc(r)

∂r
) 48

r [(σc

r )12

- 0.5(σc

r )6] (2)

Figure 2. Force-distance plots [polymer-mediated force FP(r)
vs D] at different grafting densities ranging from Fa* ) 0.5 to
Fa* ) 5.0. σc ) 10σp, N ) 30, and εcp ) εpp ) 1. The direct
force between the bare nanoparticles (FD) calculated from eq
2 is also shown for comparison.
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3.0), suggesting that bridging is responsible primarily for
the attraction in the force profiles. Also, at a constant grafting
density, the number of bridging chains increases with
decreasing interparticle separation, suggesting a monotonic
attraction in the force profiles. However, at close separations,
steric effects dominate the bridging attraction resulting in
polymer-induced repulsion between the nanoparticles. While
the intersegmental interactions between the grafted polymer
chains also contribute to the polymer-induced attraction, it
is difficult to quantify exactly the relative contributions of
bridging and segmental interactions to the overall attraction.
The effect of polymer segment-segment interactions on the
polymer-induced forces is explored in greater detail later in
this section. The decrease in the magnitude of the attractive
minimum asFa* is increased fromFa* ) 3.0 to Fa* ) 5.0
suggests that further increasing the grafting density may
eventually result in the repulsive entropic effects dominating
the attraction leading to monotonic repulsion in the force
profiles. The separation distance between the nanoparticles
at whichFP changes sign (i.e.,FP ) 0) and the location of
the attractive minimum are related closely to the conforma-
tions of the end-grafted polymers. The mean-squared end-
to-end distance (REED

2) and the radius of gyration squared
(Rg

2) of the polymer chains at different grafting densities
are shown in Table 1. The reported values ofREED

2 andRg
2

are obtained by averaging over all nanoparticle separation
distances at each grafting density. The bulk values ofREED

2

and Rg
2 (for N ) 30) are 53.2 and 8.96, respectively. For

grafting densities up toFa* ) 3.0 (atεcp ) εpp ) 1), REED
2

and Rg
2 are less than the bulk values due to the attractive

interactions between the nanoparticle and the grafted chains,
which cause the polymers to adopt more compact conforma-
tions near the particle. However atFa* ) 5.0,REED

2 is more
than the bulk value, strengthening the argument that the
excluded volume effects begin to dominate at this grafting
density. The monotonic increase inREED

2 and Rg
2 with

increasingFa* is responsible for the shift in the location of
the attractive minimum and the thermodynamic minimum
(location at whichFP ) 0) to larger separation distances.

Effect of Particle Diameter (σc) and Chain Length (N).
Figure 4 shows a plot of force due to the grafted chains (FP)
between two nanoparticles for diameters ofσc ) 10σp (Figure

4a) and 5σp (Figure 4b) at different chain lengths andεcp )
εpp ) 1. The effect of chain length was studied by keeping
the number of grafted chains per particle constant at all chain
lengths. This implies that, although the grafting densityFa

() nc/πσc
2) remained constant at each particle size (Fa )

0.1), the reduced grafting densityFa* () FaπRg
2) varied

depending on the chain length. Atσc ) 10σp, the attractive
minimum becomes deeper and shifts to a larger distance as
N increases fromN ) 10 toN ) 30. Further increasing the
chain length toN ) 50 results in a polymer-induced force
that oscillates between attraction and repulsion forD > 6σp

and that is purely repulsive forD < 6σp. In addition, the
magnitude of the attractive minimum inFP for N ) 50 is
less compared to that forN ) 30. Figure 5 showsnbridge

versus the separation distance for all of theN andσc values
corresponding to the force-distance curves in Figure 4. For
σc ) 10σp, nbridge is higher for longer chains, suggesting that
attraction due to bridging increases monotonically with chain
length. However, as chain length is increased at constantFa,
there is a larger number of polymer segments in the region
between the two particles, resulting in increased excluded
volume effects. The force plots suggest that, atN ) 50, these
entropic effects tend to dominate the increased attraction due
to bridging and intersegmental interactions, resulting in
relatively long-range repulsion and a higher attractive
minimum. Atσc ) 5σp, the force due to the polymer is very

Figure 3. Number of bridging chains versus surface-to-
surface separation distance (D ) rc-c - σc) at different grafting
densities ranging from Fa* ) 0.5 to Fa* ) 5.0. σc ) 10σp, N )
30, and εcp ) εpp ) 1.

Figure 4. Force-distance plots [polymer mediated force FP(r)
vs D] for diameters of σc ) 10σp (a) and 5σp (b) at different
chain lengths. εcp ) εpp ) 1. The grafting density is constant
at Fa ) 0.1 for all cases. Note however that Fa* varies with σc

and N (see Table 1). The direct force between the bare
nanoparticles (FD) calculated from eq 2 is also shown for
comparison.
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small compared to the direct nanoparticle force for both chain
lengths (N ) 10 andN ) 30). For a constant grafting density
(Fa ) 0.1), the number of grafting chains decreases with
decreasing particle size, and hence, atσc ) 5σp, the polymer-
induced attraction is weaker compared to that atσc ) 10σp.
In addition, the decrease in the range of the LJ potential
energy with decreasingσc results in a lesser number of
bridging chains (shown in Figure 5) and consequently a
weaker polymer-induced attraction.

Effect of Colloid-Polymer Interaction Parameter (εcp).
Figure 6 explores the effect of tuning the strength of the
colloid-polymer interaction on the force-distance plots at
σc ) 10σp, N ) 30, εpp ) 1, andFa* ) 5.0. To ensure that
the polymers are in the brush regime, we use the highest
grafting density explored in our simulations (Fa* ) 5.0). In
addition, we also ensured that the initial grafting sites were
the same for all of the cases studied here. Asεcp is increased
from εcp ) 1εpp to εcp ) 2εpp, the attractive minimum grows
deeper because of an increase in the number of bridging
chains. The increased colloid-polymer interaction strength
causes an increase innbridge, shown in Figure 7. Also,REED

2

andRg
2 decrease (brush contracts) with increasingεcp, which

results in the transition from attractive to repulsive force
occurring at shorter separations. There is no significant
difference, however, in the location of the attractive mini-
mum.

We also studied the effect of turning off the colloid-
polymer attraction by using only the repulsive part of the
LJ 6-12 potential (εcp ) “rep”) to model the colloid-
polymer interactions. This allows us to eliminate attraction
due to bridging and isolate the effect of polymer interseg-
mental attractions on the force profiles. Figure 6 shows that
the force due to the polymers oscillates slightly (with a
periodicity of≈3σp) but grows increasingly repulsive as the
particles approach each other. It is noteworthy that, for all
other cases explored in this paper (whereinFP is attractive
at some distance), the force due to the polymers passes
through a minimum. The occurrence of negative force at a
large distance (forεcp ) “rep”) is due to the repulsive
colloid-polymer interactions, which drives the grafted chains
to extend out as far as possible from the particle surface.
Note that theREED

2 andRg
2 values for this case are larger

than those for any of the attractiveεcp cases (Table 1). In
addition, no bridging attraction was observed for this case
(nbridge ) 0). The only contribution to the negative force is
from the polymer intersegmental attraction. (It must be noted
that the repulsion between the colloid and the polymer
segments enhances the range and magnitude of the inter-
segmental attractions compared to the case whenεcp )
εpp ) 1.) However, atεcp ) εpp, the polymer segments
experience favorable attractive interactions with both the
colloid and each other. This reduces the relative contribution
of intersegmental attractions to the overall attraction.

Effect of Polymer-Polymer Interaction Parameter
(εpp). Figure 8 shows the force profiles atεpp ) 1 andεpp )
“rep” (soft-repulsive polymer segment interactions). The
colloid-polymer interaction strength is kept constant at
εcp ) 1 for both cases. When the polymer-polymer
interactions are purely repulsive, the magnitude of polymer-
induced attraction is lower compared to that in the case of

Figure 5. Number of bridging chains versus surface-to-
surface separation distance (D ) rc-c - σc) at different σc and
N values corresponding to the force profiles in Figure 4. The
grafting density is constant at Fa ) 0.1 and εcp ) εpp ) 1.

Figure 6. Force-distance plots [polymer-mediated force FP(r)
vs D] for different values of the colloid-polymer interaction
strength (εcp). σc ) 10σp, N ) 30, Fa* ) 5.0, and εpp ) 1 for all
cases. “Rep” stands for the purely repulsive interaction
obtained by using only the repulsive term in the Lennard-
Jones 6-12 potential. The direct force between the bare
nanoparticles (FD) calculated from eq 2 is also shown for
comparison.

Figure 7. Number of bridging chains versus surface-to-
surface separation distance (D ) rc-c - σc) at σc ) 10σp, N )
30, and different values of εcp and εpp. The grafting density is
constant at Fa* ) 5.0. “Rep” stands for the purely repulsive
interaction obtained by using only the repulsive term in the
Lennard-Jones 6-12 potential.
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εcp ) εpp ) 1 because there is no longer any contribution of
intersegmental attractions to the overall force profile. The
attraction that is observed in this case is solely due to
bridging (becauseεcp ) 1). However, the bridging attraction
observed here is less than that in the case ofεcp ) εpp ) 1
(see Figure 7) because the polymer-polymer repulsion limits
the number of polymer chains that interpenetrate the opposite
grafted layer. These results suggest that there is a complex
interplay of the effects ofεcp and εpp, and both these
parameters need to be accounted for explicitly in order to
accurately model organically modified nanoparticle systems.
We also calculated the force profiles for the limiting case of
repulsive interactions between both colloid-polymer and
polymer-polymer interactions. This represents the condition
of athermal polymer chains grafted to a hard colloid surface.
As expected, the polymer-induced forces are purely repulsive,
in agreement with previous simulation results of interactions
between spherical brushes modeled using the hard-sphere
potential.36 In addition, the polymer chains are in the most
stretched-out conformations as theREED

2 andRg
2 values for

this case are larger than those for any other condition at
Fa* ) 5.0 (see Table 1). Also, comparing this athermal
system with the case ofεcp ) εpp ) 1 at the same grafting
density (Fa* ) 5.0) suggests that relatively higher grafting
densities would be required for the steric stabilization of
nanoparticles when the colloid-polymer and polymer-
polymer dispersion interactions are taken into account.

Attractive forces between polymer brushes are not usually
observed in experimental studies. Most previous experiments
report a monotonically increasing repulsive force which
decreases exponentially with increasing distance. However,
bridging attraction is sometimes observed in the case of
telephonic(functionalized at both ends) polymers at low
surface coverage.27 These experimental studies are invariably
in the limit of flat planar brushes. Recently, Goodman and
co-workers20 used the AFM to measure the interactions
between spherical polymer brushes and a silicon nitride tip
in aqueous media. They observed a long-ranged bridging

force at a low grafting density and a monotonically increasing
repulsive force at higher grafting densities. In addition, the
grafting density at which the bridging force was observed
also varied with the polymer chemistry. The authors suggest
that, in addition to the polydispersity of the polymer that
causes the AFM tip to infrequently sample long polymer
chains, the curvature of the latex particles may also be
partially responsible for the anomalous bridging attraction.
While the experimental system is different from our simula-
tions in that we calculate the interaction force between two
brushes as compared to the AFM experiments which measure
the force between a brush and a surface, a qualitative
comparison could still be made. The effect of different
polymers used in the experiments could be compared to the
effect of varying the colloid-polymer interaction parameter
(εcp) in our simulations. From Figure 6, at a constant grafting
density, the attractive minimum in the force profile grows
deeper with increasingεcp, suggesting that a higher grafting
density would be required for stabilization. A similar
observation has been reported in the AFM study wherein
poly(N-isopropyl acrylamide) exhibited a stronger affinity
for the AFM tip than poly(N,N-dimethyl acrylamide) at the
same grafting density. These results underscore the impor-
tance of incorporating van der Waals dispersion interactions
in models and theories for studying nanoparticle-polymer
systems.

4. Conclusions
The force between two nanoscale colloidal particles coated
with end-grafted polymeric modifiers has been calculated
using continuum Monte Carlo simulations in the NVT
ensemble. The inclusion of LJ dispersion interactions results
in long-ranged attraction as well as short-ranged repulsion
in theFP profiles. Polymer-induced attraction was observed
under good solvent (or temperature) conditions for the
polymeric modifier and when there was no energetic prefer-
ence for segment-segment versus segment-surface interac-
tions, for example, LJ termsεcp ) εpp. This is also before
the effect of particle-particle (bare surface) attraction is
considered. Apparently, the polymer-induced attraction is
attributed to both bridging and intersegmental interactions,
the relative contributions of which can be adjusted withεcp

andεpp. The increased volume available to chain segments
at highly curved surfaces may lead to an increased signifi-
cance of polymer-particle attraction. A minimumN andFa*
is required for nanoparticle stabilization even under good
solvent conditions. Beyond the minimumN and Fa*,
excluded volume effects begin to dominate the attractive
forces, leading ultimately to purely repulsive forces (and
thereby stabilization of the nanoparticles).

These results contrast with what has been observed
previously in grafted-chain simulations and models for flat
or curved surfaces neglecting attractive interactions between
the grafted polymer and the particle surface. The grafted-
polymer dispersion attraction with the surface of highly
curved nanoparticles is physically significant because it
causes polymer-induced attraction in situations where larger,
lower-curvature colloids would remain repulsive. We note
that this result has been shown here only for the LJ attraction,

Figure 8. Force-distance plots [polymer mediated force FP(r)
vs D] for different values of the polymer-polymer interaction
strength (εpp). σc ) 10σp, N ) 30, and Fa* ) 5.0 for all cases.
“Rep” stands for the purely repulsive interaction obtained by
using only the repulsive term in the Lennard-Jones 6-12
potential. The direct force between the bare nanoparticles (FD)
calculated from eq 2 is also shown for comparison.
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which certainly is far from reality in many experimental
systems. However, the results nevertheless should motivate
further study of the effects of grafted modifier-particle
attraction on particle stability models, and the applicability
of flat-brush models to nanoparticle stabilization.

The ability of end-grafted polymers to induce both
attractive and repulsive interactions between the nanoparticles
makes them particularly useful for either directed-assembly
or stabilization purposes. The location and depth of the
attractive minimum in the force profiles can be controlled
by varying the polymer chain length, grafting density, and
the relative values of colloid-polymer and polymer-
polymer interaction strength. In addition, these parameters
also control the particle equilibrium spacing which corre-
sponds toFP ) 0. Thus, by tuning the various molecular
parameters (Fa*, N, εcp, andεpp) of end-grafted modifiers, it
is perhaps possible to achieve precise control over nanopar-
ticle alignment and spacing in thermodynamically driven
assembly processes.

Freely adsorbing homopolymer modifiers studied in part
I of this series also showed a similar dependence of the
polymer-induced forces on particle diameter, polymer chain
length, and colloid-polymer interaction strength. However,
over the range of chain lengths,εcp and εpp, that were
investigated, it was found that obtaining repulsion with
homopolymer modifiers was significantly more difficult.
Hence, adsorbing homopolymers are not suited ideally for
stabilization purposes.
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Abstract: An extensive study has been undertaken of the radical affinity of a number of

thioketones (SdC(X)(Y)) with the aim of selecting combinations of X and Y that render the

substrate suitable for the mediation of free radical polymerizations. Using high level ab initio

molecular orbital calculations, enthalpies at 0 K were determined for the reactions R• + Sd

C(X)(Y) f R-S-C•(X)(Y) for R• ) CH3, CH2OH, CH2CN, and benzyl, in reactions with a variety

of thioketones, including various combinations of X and Y taken from H, CH3, Ph, CN, OCH3,

C(CH3)3 and para-CN-Ph as well as several compounds in which the X and Y are bonded,

namely xanthene-9-thione, fluorine-9-thione, and cyclopenta[def]phenanthrene-4-thione. The

radical affinities of the various thioketones has been discussed in terms of the radical stabilization

energies (RSEs) of the adduct radicals and stabilities of the SdC bonds. From these studies,

the two thioketones SdC(CN)(Ph) and fluorene-9-thione were selected as being potentially

suitable candidates for use in controlling free radical polymerizations due to their high radical

affinities. However, based on transition state theory calculations of the rate coefficients for homo/

copolymerization of SdC(CN)(Ph) with itself and styrene at 333.15 K, this substrate was deemed

to be unsuitable, as it was likely to undergo side reactions. Instead, the more-hindered fluorine-

9-thione was identified as the ideal thioketone, and the equilibrium constants at 333.15 K for

the reactions of the styryl and vinyl acetate dimer radicals with fluorine-9-thione were made.

These two reactions, at 333.15 K, displayed equilibrium constants in the vicinity of 1014 L mol-1

and 1016 L mol-1, respectively, indicating that there is significant scope within the thioketone

class of compounds to mediate free radical polymerizations via radical stability alone.

Introduction
During the past two decades there has been much interest in
the use of free radicals as a reactive center for the polym-
erization of a variety of monomers. Conventionally, this

process has resulted in average molecular weights that are
approximately constant with conversion. More recently, a
number of methods have been devised to control free-radical
polymerization processes such that (in the ideal case) the
average molecular weight grows linearly with conversion.
An additional benefit of these controlled radical polymeriza-
tions (CRP) is the ability to tailor the chemical structure of
chain ends and to reduce the polydispersity index (PDI) from
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† The University of New South Wales.
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values of 1.5-2.0 (for conventional radical polymerization)
down to values approaching 1.05 (for CRP).

Three of the most successful techniques which have
emerged are nitroxide mediated polymerization (NMP),1

atom transfer radical polymerization (ATRP),2,3 and revers-
ible addition-fragmentation chain-transfer polymerization
(RAFT).4,5 All of these techniques afford living behavior by
maintaining a population of dormant chains that is high in
concentration relative to the number of radicals and hence
the number of terminated chains that accumulate. The first
two methods, NMP and ATRP, achieve this by reduction of
the radical concentration. RAFT, however, can operate
successfully with a radical concentration that is the same as
a conventional radical polymerizationscontrol is instead
achieved through the creation of a population of dormant
chains that is superimposed on that of its radical counterparts.
The technique can, however, benefit from a reduction in
radical concentration, and this is brought about with the use
of RAFT agents that form an intermediate that is relatively
stable toward fragmentation. More specifically, and with
reference to Scheme 1, this stability is reflected by a high
equilibrium constantK ) k-â/kâ in reaction VII. It should
be pointed out that this stability has been the subject of
considerable scientific debate;6,7,10however, there is a body
of consistent experimental and theoretical evidence that

suggests that high radical stability is a physical reality when
the RAFT agent is substituted with radical-stabilizing Z-
groups, such as phenyl.8-11

In a recent communication,12 it was shown that molecules
with radical stabilizing (but not chain transfer) features in
their substrate can lead to controlled behavior in the
polymerization of styrene and that a reversible radical
trapping process is a possible mechanism for the origin of
the characteristic increase of average molecular weight with
conversion. The experiments featured a large initial increase
in molecular weight followed by a highly linear subsequent
increase in molecular weight with conversion. This was akin
to what is termed hybrid behavior in the RAFT process and,
in the reversible trapping mechanism, would be expected to
occur if the equilibrium constant (K ) kadd/kfrag) for the
reversible trapping reaction (Scheme 1.VIII) fell into the
approximate range of 105-106 L mol-1. High level ab initio
calculations for the addition of model polystyryl radicals to
the di-tert-butyl thioketone agent (Scheme 1.VIII) indicated
that the equilibrium constant (7.0‚104 L mol-1) did indeed
fall into this approximate range, providing some support for
the proposed mechanism.12

Although controlled radical polymerization has been
achieved using thioketone spin traps, for a practical polym-
erization process it would be desirable to eliminate the hybrid

Scheme 1. Reactions of a Generic Radical Polymerization as Well as Those of the RAFT and Thioketone Addition
Processes
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behavior and in this way improve the molecular weight
control. To this end, it is necessary to identify thioketone
spin traps for which the equilibrium constants are signifi-
cantly higher. However, the equilibrium constant should not
be too large, since this can lead to severe retardation/
inhibition phenomena. Kinetic studies of the related nitroxide
mediated free-radical polymerizations (NMP, which is based
on the same key idea as the present process but uses a radical
spin trap) indicate thatK should be around 109 L mol-1 in
order to effect an efficient living process.6 There are various
other characteristics that are desirable if thioketones are to
be used in controlling polymerizations. As well as a high
equilibrium constant for the reversible radical trapping
process, chain transfer to and copolymerization of the
thioketone compounds must be absent. For this reason it is
likely that substrates with bulky substituents (such as phenyl
or tert-butyl) might be practically suitable. Additionally, since
the dormant species bears a radical, it is essential that
termination of two dormant species does not occur to a
significant extent. This is another reason bulky substituents
are likely to be advantageous. Finally, we note that it is
important that the rate coefficient for addition of the
propagating radical to the thioketone is substantially higher
than that of the monomer. As in the case of RAFT
polymerization, thioketones are suitable control agents in this
respect because CdS π bonds are considerably weaker than
CdC bonds, due to the poorer overlap between the p-orbitals
on first row carbon and second row sulfur atoms, and
consequently their singlet-triplet excitation energies are
considerably smaller.13,14

The fact that the dormant species in thioketone-mediated
polymerizations bear radicals also brings about the complica-
tion that at the conclusion of the polymerization, these species
may still be “active”. It might be possible in the future to
devise some chemical means to terminate these active
species, analogous to the quenching of anionic polymeriza-
tion mediums with a carboxylic acid to give all chains a
hydrogen end group. In this regard there is a greater degree
of complication as compared to RAFT. Another complicating
factor in the radical spin trapping process is that all
polymerizing chains originate from initiator fragments. This
is in contrast to the RAFT process, one of whose crucial
features is the fragmenting and reinitiating R-group. As a
result, rather than most chains having nearly the same length,
molecular weights will be more evenly distributed between
the maximum and minimum values present in the system,
meaning that with a slowly decomposing initiator, very low
polydispersities (<1.3) cannot be achieved.

Despite these challenges, there are several reasons for
interest in this polymerization system. First it may in the
future be possible to provide some degree of control over
previously difficult to control monomers since the presence
of only a single thiyl group provides greater flexibility for
fine-tuning the reactivity of the molecular substrate. Second,
there is academic interest in that it offers an experimental
scenario in which it should be possible to elucidate relative
radical stabilities of propagating and trapped radicals. Third,
with a greater understanding of the effect of the above two
variables, it might be possible to adjust the RAFT process,

extending its control to a wider variety of systems, such as
those involving monomers with very high or very low
reactivities.

To facilitate the further experimental study of this new
process, the purpose of the current paper is to use high-level
ab initio molecular orbital calculations to design improved
thioketone spin traps for controlling free-radical polymeri-
zation. We initially survey the effects of substituents on the
enthalpies for the trapping of various radicals by a range of
thioketone molecules, so as to identify combinations of
substituents that are likely to maximize the equilibrium
constant of the trapping reaction. This complements and
extends our earlier studies of substituent effects in the RAFT
process, for which the presence of the additional thiyl
substituent was found to dominate the structure-reactivity
trends.11-17 In the present work it is possible to vary both
thiocarbonyl substituents and in this way target a wider range
of stabilities and reactivities. Having identified potential
combinations of substituents, we then select the thioketone
spin traps most likely to resist copolymerization and radical-
radical termination on the basis of steric factors. We then
evaluate their likely performance in a polymerizing system
through direct calculation of their equilibrium constants for
trapping of model propagating radicals and also their
copolymerization propagation rate coefficients.

Theoretical Procedures
Definitions. In the present work we study the effects of
substituents on the stabilities of the adduct-radicals using
the standard radical stabilization energies (RSEs).18,19 For a
radical R•, it is defined as the enthalpy of the hydrogen
abstraction reaction

As discussed previously,15,20,21in using the RSE to measure
the stability of the radical we make the implicit assumption
that the effect of the substituent on the stability of the closed
shell compound is negligible and therefore cancels. While
this assumption can be invalid in some situations (such as
the study of phosphoranyl radicals20), it has been found to
provide a reasonable qualitative guide to the stability of
carbon-centered radicals.15,21Within this framework, a posi-
tive value indicates that R• is more stable than CH3• and vice
versa.

The thiocarbonyl bond stability in a compound SdCXY
can be estimated relative to that of thioformaldehyde (Sd
CH2) as the enthalpy of the following isodesmic reaction,
analogous to that defined previously for RAFT agents.15

Once again, a positive value of the enthalpy for the isodesmic
reaction indicates that the X/Y substituents stabilize the
thiocarbonyl bond relative to that in thioformaldehyde. As
in the case of the RSEs, in using the enthalpy to study the
stability of the thiocarbonyl compound it is assumed that
the X,Y substituents do not destabilize the reference com-
pound CH2XY. As a result, this measure will at best offer
only a qualitative guide to relative stabilities but has

R• + CH3-H f R-H + CH3
• (1)

SdCXY + CH4 f SdCH2 + CH2XY (2)
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nonetheless proven useful in predicting the behavior of RAFT
agents toward radical addition.15

Computational Methods. Ab initio molecular orbital
theory and DFT calculations were carried out using GAUSS-
IAN 98,22 GAUSSIAN 03,23 GAMESS-US,24 and MOLPRO
2000.6.25 Unless noted otherwise, calculations on radicals
were performed with an unrestricted wave function. In cases
where a restricted-open-shell wave function was used, it is
designated with an R prefix. All enthalpies, RSEs, and agent
stabilities were calculated at 0 K; all equilibrium constants
and kinetic parameters were evaluated at 333.15 K.

Calculations were performed at a high level of theory,
selected on the basis of previous assessment studies for
radical addition to CdS double bonds.26,27 Geometries and
vibrational frequencies were obtained at the B3-LYP/6-31G-
(d) level of theory, and conformational searches for the global
minimum energy structure were also performed at this level
of theory. Improved energies were then calculated, using an
ONIOM method27 to approximate the W128,29level of theory.
This operated by calculating only the core reaction CH3

• +
SdCH2 f CH3-S-CH2

• at the W1 level of theory and then
correcting the effect of the substituents using a less compu-
tationally intensive procedure, G3(MP2)-RAD.30 When even
this method proved too computationally expensive, a three-
layer ONIOM method was used in which the energies of
the final layer of substituents were calculated at the RMP2/
6-311+G(3df,2p) level of theory. We have previously shown
that, provided all forming and breaking bonds and all
R-substituents on the attacking radical are included in the
core (as in Figure 1), this approach provides excellent
approximations to high-level calculations on the full system.27

To assist in the qualitative rationalization of the results,
charge and (where relevant) spin density distributions within
selected thioketones and their adduct radicals were calculated
on the basis of a natural bond orbital (NBO) population

analysis, carried out in GAUSSIAN at the B3-LYP/6-
311+G(3df,2p) level of theory using the density) current
keyword.

For the agents selected as being potentially good radical
trapping agents in an experimental scenario, the equilibrium
constants were calculated for their reaction with model
propagating species at the experimentally realistic temper-
ature of 333 K. Rate coefficients for propagation of the
thioketone adduct radicals (via addition to monomer and
addition to thioketone agents) were also calculated to assess
whether such side reactions were likely to be operative.
Equilibrium constants (K) and rate coefficients (k) were
calculated using the optimized geometries, frequencies, and
W1-corrected energies in conjunction with the following
standard textbook formulas.31

In these formulas,κ(T) is the tunneling correction factor,T
is the absolute temperature,kB is Boltzmann’s constant,h is
Planck’s,c° is the standard unit of concentration (mol L-1),
R is the universal gas constant,m is the molecularity of the
reaction, and∆n the change in moles upon reaction,Qq, Qi,
andQj are the molecular partition functions of the transition
structure, reactanti and productj, respectively,∆Gq is the
Gibb’s free energy of activation,∆G is the Gibb’s free energy
of reaction,∆Eq is the 0 K, zero-point energy corrected
energy barrier for the reaction, and∆E is the 0 K, zero-
point energy corrected energy change for the reaction. The
value of c° depends on the standard-state concentration
assumed in calculating the thermodynamic quantities (and
translational partition function). The tunneling coefficient
κ(T) corrects for quantum effects in motion along the reaction
path and is close to unity in the systems of interest.14

Molecular partition functions (Qi) were calculated using the
B3-LYP/6-31G(d) geometries and frequencies in conjunction
with the standard textbook formulas, based on the statistical
thermodynamics of an ideal gas.31

As outlined previously,11,14for these types of reactions (and
indeed other radical addition reactions32), the harmonic
oscillator model is not an adequate approximation for many
modes of vibration that correspond to rotations (typically
those less than 300 cm-1). Therefore, for the calculations of
the equilibrium constants, all low frequency torsional modes
were treated separately as hindered internal rotations, using
the standard procedure described elsewhere.11,14 In the case
of the propagation rate calculations, the errors in the
harmonic oscillator approximation would be expected to

Figure 1. Example of the use of the ONIOM method to
approximate a high level of theory energy calculations. In this
method, only the core is calculated at the highest level of
theory, which the effect of the substituents being accounted
for at lower levels of theory. This allows approximations of
higher levels of theory for which computations of the full
system would render the problems intractable.

K(T) ) (c°)∆ne(-∆G/RT) ) (c°)∆n( ∏
products

Qj

∏
reactants

Qi)e(-∆E/RT) (3)

k(T) ) κ(T)
kBT

h
(c°)1-me(-∆Gq/RT) )

κ(T)
kBT

h
(c°)1-m

Qq

∏
reactions

Qi

e(-∆Eq/RT) (4)
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cancel to some extent (due to the early transition structures).14

Moreover, for the propagation calculations we required only
order-of-magnitude accuracy, to assess the likely interference
of copolymerization side reactions. For these reasons, for
the propagation rate calculations, we adopted the less
computationally intensive harmonic oscillator model. How-
ever, the more accurate hindered rotor model was used for
the calculation of the equilibrium constants.

We have recently shown that the above methodology
(when using the hindered rotor model) is capable of achieving
chemical accuracy for radical addition to thioketones. For
example, Scaiano and Ingold have reported an experimental
equilibrium constant (based on photolysis studies) of 1.2×
106 L mol-1 for the addition oftert-butyl radicals to di-tert-
butyl thioketone at 25°C. The theoretical equilibrium
constant of 7.9× 105 L mol-1 obtained using the theoretical
procedure outlined above is in good agreement with experi-
ment, the theoretical number being slightly lower possibly
due to the neglect of solvent effects.12

Results and Discussion
Enthalpies for•CH3 radical addition to a wide range of
thioketones (SdCXY; X,Y ) H,H; CH3,CH3; C(CH3)3,H;
CN,H; OCH3,H; OCH3,OCH3; Ph,H; C(CH3)3,C(CH3)3; CN,-
CN; CN,Ph, OCH3,Ph; Ph-O-Ph; Ph-Ph;para-CN-Ph,para-
CN-Ph; phenanthrene; see also Table 1) have been calcu-
lated at 0 K and placed in Table 1. Corresponding enthalpies
for the addition of substituted radicals (CN-CH2

•, HO-CH2
•,

Bz•) are shown in Table 2. To assist in the qualitative
rationalization of the results, radical stabilization energies
(RSEs) of the adduct radicals and CdS bond stabilities of
thioketones are also included in Table 1. Geometries of the

adduct radicals for each series of reaction are shown in
Figures 2 and 3, respectively; complete geometries of all
species in the form of Gaussian archive entries are provided
in the Supporting Information.

The exothermicities for•CH3 addition to thioketones,
together with stabilities of the thioketones and their adduct
radicals, are plotted in order of increasing exothermicity in
Figure 4. Inspection of Figure 4 shows that the exothermicity
for the methyl trapping reaction depends on the stabilities
of both the adduct radical and the thioketone agent, with
the most effective agents combining high adduct stabilities
with low agent stabilities. In what follows we first explore
how to optimize each of these properties in turn for the case
of •CH3 radical addition, and we then consider the additional
effect on the enthalpy when the electronic properties of the
attacking radical are varied. Finally, we use the results of
Tables 1 and 2 to design improved thioketone agents for
controlling the polymerization and then test them computa-
tionally for the polymerization of styrene and also vinyl
acetate.

Radical Stability. As expected, the radical stabilization
energy of an adduct-radical is particularly sensitive to the
type of substituents, with RSEs ranging from 10.1 kJ mol-1

(adduct of thioacetone) to well over 100 kJ mol-1 (in the
case of many of the phenyl and/or cyano-substituted species).
It can be further noted that the substrates with at least one
substituent capable of delocalizing the unpaired electron all
have an RSE in excess of 80 kJ mol-1, while in most cases
those without such a substituent have an RSE falling below
40 kJ mol-1. In the four simplest compounds (i.e. those in
which one of the substituents is a hydrogen), the largest
stabilization is afforded by the cyano-substituent, and cyano-

Table 1. Radical Stabilization Energies (RSEs) for Thioketone Adduct Radicals, Enthalpies for the Methyl Trapping
Reaction (CH3

• + SdCXY f CH3S•CXY),a and Thioketone Bond Stability

SdCXYb

no. X Y
RSEc

(kJ mol-1)
∆H

(kJ mol-1)
SdC stability

(kJ mol-1)

1 H H 40.8 -123.7 0.0
2 Me Me 10.1 -94.7 60.3
3 tert-butyl H 44.2 -106.7 38.1
4 CN H 88.1 -168.1 -1.7
5 OMe H 56.6 -53.4 103.3
6 OMe OMe 42.3 -12.1 140.4
7 phenyl H 82.7 -137.0 49.9
8 tert-butyl tert-butyl 39.9 -91.3 37.3
9 CN CN 107.3 -193.3 7.7
10 CN phenyl 115.0 -169.7 47.8
11 OMe phenyl 82.3 -75.9 127.4
12 phenyl phenyl 102.7e -139.8e 71.7
13 (xanthene-9-thione) 125.2e -138.3e 101.7f

14 phenyl Me 81.3 -124.5 64.5
15 (fluorene-9-thione) 108.5e -151.3e 76.0
16 p-CN-phenyl p-CN-phenyl 112.0e -149.0e 65.9f

17 (phenanthrene-4-thione) 110.0e -156.0e 69.0f

a Enthalpies were calculated at an approximate W1 level obtained using an ONIOM approach in conjunction with the G3(MP2)-RAD level of
theory and (where necessary) RMP2/6-311+G(3df,2p). The W1 core used for all structures was CH3

• + SdCH2, and unless noted otherwise
G3(MP2)-RAD was used for the full system. b Optimized geometries were obtained using B3-LYP/6-31G(d), and energies include scaled B3-
LYP/6-31G(d) zero-point energy corrections. See Figures 2 and 3 for structures. c Defined as the enthalpy change of the reaction given in eq
1. d Defined as the enthalpy change of the reaction given in eq 2. e Substrate used as the G3(MP2)-RAD outer core when applying the ONIOM
method was SdC(Ph)(CH3). f Substrate used as the G3(MP2)-RAD outer core was SdC(Ph)2.
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substituted substrates prove in general to have the highest
stabilities. This is due to theπ-accepting ability of the cyano
group, which affords a captodative interaction with the lone
pair donor thiyl group.

In contrast to theπ-accepting groups, the lone pair donor
methoxy substituents are less stabilizing, despite the fact that
they show similar radical stabilizing properties in isolation.
This feature was noted previously in our study of RAFT-
adduct radicals15 and arises because the lone pair donor thiyl
group, though stabilizing, results in the unpaired electron
occupying a higher energy orbital than 2p(C•).33 As a result,
the stabilizing interaction with subsequent lone pair donor
groups is progressively weakened due to the increasing the
energy gap between the lone pair and the unpaired electron.
In the present work, we note that the first lone pair donor
group (the thiyl substituent in the adduct of CH3SCH2

•)
affords a stabilization of 40.8 kJ mol-1, the second (the
methoxy group in CH3SCH(OCH3)•) affords an additional
stabilization of only 15.8 kJ mol-1, and the third (the
additional methoxy group in CH3SC(OCH3)2

•) affords no
additional stabilization and actually destabilizes the radical,
relative to CH3SCH(OCH3)•, due to the increasing sigma
withdrawal.

Comparing the•CH3 adducts of SdCH(Ph) with Sd
C(Ph)2, a somewhat surprising effect of the second phenyl
group is a reduction in the RSE. First, it might be possible
that there is a reducedπ-accepting stabilizing effect due to
steric factors causing a reduction in the planarity of the
phenyl groups at the radical center. Second, close inspection
of the optimized geometry of CH3-S•(Ph)2 reveals that in
contrast to that for CH3-S•H(Ph), the methyl group, rather
than adopting a well spaced trans conformation, is angled
considerably out of the plane formed at the radical center.
As a result, there is less efficient overlap of the p-type lone
pair on the sulfur with the 2p(C•) and hence reduced
stabilization from this substituent. In support of this we note
that when we compare the RSE of the SdC(CN)2 adduct
with that of its monosubstituted analogue SdCH(CN), it can
be seen that the second substituent does now increase the
stability of the adduct radical though it still does not afford
the same increase in stabilization as was provided by the
first. In this case the CN substituent is much smaller than

the phenyl group and therefore much less affected by steric
interactions.

We also note that this steric interaction may also help to
explain why the thioacetone adduct has a lower radical
stability than the thioformaldehyde adduct, despite the
presence of additional radical-stabilizing methyl groups in
the former case, and why the adduct of the di-tert-butyl
thioketone has a lower radical stability than the corresponding
monosubstituted thioketone. For example, we consider the
geometries of the adduct radicals of both di-tert-butyl thione
andtert-butyl thione. In the former, the newly formed C-S
bond is nearly at right angles to the plane at the radical center,
whereas for the latter it is essentially planar. It can be said,
therefore, that the radical on the methyl adduct oftert-butyl
thione is experiencing stabilization from lone pair donation
of the adjacent sulfur atom and that this is absent in the
radical adduct of di-tert-butyl thione. This is clearly seen in
a reduction in the spin density at sulfur, which decreases
from -0.23 in the CH3SCH2

• radical and-0.19 in the CH3-
SCH(C(CH3)3)• radical to only -0.01 in the CH3SC-
(C(CH3)3)2

• radical. This loss of the lone pair donation effect
is partially (but not wholly) compensated for by the increased
hyperconjugative stabilization from the additionaltert-butyl
group, resulting in a small net destabilization of the adduct
radical. This is evident in the fact that the spin density at
the formal radical center increases only marginally from
-0.79 for CH3SCH2

• and-0.78 for CH3SCH(C(CH3)3)• to
-0.87 for CH3SC(C(CH3)3)2

•.
Given these steric effects, it is interesting therefore to look

at the conformation of CH3-S•(Ph-O-Ph). Here, the phenyl
groups are held in plane by a linking oxygen atom. The
attacking methyl radical is almost perpendicular to the plane
of the phenyls, meaning that the p-type lone pair on the sulfur
has very little overlap with and stabilization of the radical.
This represents a compromise between the energetic cost of
steric repulsion of the methyl by the phenyl group and that
of the reduced stabilization of the radical by the p-type sulfur
lone pair, it now being perpendicular to the 2p(C•) orbital.
In forming this linked compound, we have strengthened the
electron accepting ability of the phenyls at the expense of
the electron donating ability of the sulfur lone pair. Nonethe-
less, the former effect dominates and leads to an increase of

Table 2. Enthalpies at 0 K for the Methyl Trapping Reaction (R•+ SdCXY f RS•CXY)a and Radical Stabilization Energies
(RSEs) for the Adduct Radicals of R• and SdC(CN)2

no. structureb

Me
∆H

(kJ mol-1)

CN-CH2

∆H
(kJ mol-1)

HO-CH2

∆H
(kJ mol-1)

Bz
∆H

(kJ mol-1)

3 SdC(C(CH3)3)2 -91.3 -65.9 -91.0 -43.6c

10 SdC(CN)(Ph) -169.7 -111.5 -166.3 -128.3c

11 SdC(OMe)(Ph) -75.9 -48.2 -76.2 -41.8c

12 SdC(Ph)(Ph) -139.8e -114.1d -137.6d -95.0c

9 SdC(CN)2 -193.3 -136.7 -186.0 -153.1
9 (RSE) R-SC•(CN)2 107.3 109.4 108.1 114.0

a Enthalpies were calculated at an approximate W1 level obtained using an ONIOM approach in conjunction with the G3(MP2)-RAD level of
theory and (where necessary) RMP2/6-311+G(3df,2p). The W1 core used for all structures was CH3

• + SdCH2, and unless noted otherwise
G3(MP2)-RAD was used for the full system. b Optimized geometries were obtained using B3-LYP/6-31G(d), and energies include scaled B3-
LYP/6-31G(d) zero-point energy corrections. See Figures 2 and 3 for structures. c The G3(MP2)-RAD outer core used was Bz• + SdCH2, with
the effect of the outer layer of substituents calculated at RMP2/6-311+G(3df,2p). d The G3(MP2)-RAD outer core used was R• + SdC(CH3)2,
with the effect of the outer layer of substituents calculated at RMP2/6-311+G(3df,2p). e The G3(MP2)-RAD outer core used was CH3

• +
SdC(ph)(CH3), with the effect of the outer layer of substituents calculated at RMP2/6-311+G(3df,2p).
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approximately 22 kJ mol-1 in the RSE of the adduct radical
of xanthene-9-thione, compared with the other twin-phenyl
bearing compound, thiobenzophenone. However, the enthal-
pies for methyl trapping of these two compounds are similar
in both cases because the increased stability of the adduct
radical is countered by a concurrent increase in the stability
of the thiocarbonyl compound due to the presence of the
lone pair donor oxygen atoms (see below). To probe this
further, calculations were also made for fluorene-9-thione
and cyclopenta[def]phenanthrene-4-thione, for which the lone
pair donor oxygen atoms were absent. These also showed
an increase in the RSE of the adduct radicals (as in the case
of the xanthene-9-thione) but without the significant increase
in the stability of the thiocarbonyl compounds. As a result,
they showed significant improvements in their methyl radical

trapping capabilities, with cyclopenta[def]phenanthrene-4-
thione showing the greatest improvement.

In summary, all substrates withπ-accepting groups (such
as cyano, phenyl, and other aromatic ring systems) demon-
strate radical stabilities that are high relative to compounds
without π-accepting features in their substrate. Differences
within this series appear to be due to the degree of
delocalization and how well the sulfur lone pair can be
utilized to stabilize the radical in the adduct. It seems likely
that the best results are attained either when theπ accepting
group is small and compact (as in the cyano substituted
analogues) and/or the radical center is incorporated into an
aromatic ring system that enforces planarity and thereby
improves the ability of theπ-system to accept the unpaired
electron.

Figure 2. Optimized geometries of methyl radical adducts for each substrate. Geometry optimizations and conformation scans
were carried out at the level of theory B3-LYP/6-31G(d).
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Thioketone Stability. As in the case of our earlier study
of RAFT agents,15 we find that the CdS bond of the
thioketone agents is strongly stabilized by lone pair donating
groups (such as OCH3) and weakly stabilized byπ or
pseudo-π donor groups (such as phenyl or alkyl groups).
The stabilizing effect of lone pair donor groups is readily
understood in terms of the possible resonance contributors
to the thiocarbonyl compound as follows.5

Theπ or pseudo-π donor groups are less stabilizing because
they are much weaker electron donors. As in the case of
RAFT agents,15 we also find that the thioketones are
destabilized by steric interactions. Thus for example, the
stabilizing effect of a single (electron donating)tert-butyl
group is 38.1 kJ mol-1; however, the addition of the second
group actually slightly destabilizes the thioketone (by ap-
proximately 1 kJ mol-1). In a similar manner, the stabilizing

Figure 3. Optimized geometries of benzyl (I), cyanomethyl (II), and hydroxymethyl (III) radical adducts for selected substrates.
Geometry optimizations and conformation scans were carried out at the level of theory B3-LYP/6-31G(d).

Figure 4. Exothermicities (i.e., -∆H) for trapping of the
methyl radical at 0 K by all substrates studied (black bars);
radical stabilization energies (RSEs) for the adduct radicals
(CH3-S-C•(X)(Y)) (white bars); and stability of the SdC bond
(hatched bars). The values in this figure directly reflect those
reported in Table 1.
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effect of two phenyl substituents (71.7 kJ mol-1) is much
less than that sum of their isolated effects (99.8 kJ mol-1).

In our previous study of RAFT agents,15 we found that
σ-withdrawing substituents (such as CN or CF3) destabilize
the CdS bond by inhibiting resonance with the lone pair
donor thiyl group of the dithioester. In the thioketones of
the present work, this resonance is already absent (as there
is no thiyl substituent), and their effect is much smaller (in
some cases negligible). Thus, for example, SdC(CN)H is
only 1.7 kJ mol-1 less stabilized than SdCH2, SdC(CN)Ph
is only 2.1 kJ mol-1 less stabilized than SdC(H)Ph, and the
para-cyano-substituted thioketone, SdC(p-CN-Ph), is only
5.8 kJ mol-1 less stabilized than the corresponding unsub-
stituted analogue, SdC(Ph)2. However, one might expect
stronger destabilizing effects (more in line with those seen
in RAFT agents) if the cyano substituents were included in
the presence of a second lone pair donor group, such as
OCH3.

Interestingly, the di-cyano-substituted thioketone appears
to be weakly stabilized (by 7.7 kJ mol-1) relative to Sd
CH2, despite the fact that the monosubstituted analogue Sd
CH(CN) was not. This apparently unphysical result would
seem to indicate that the isodesmic reaction used to measure
stabilities of the thioketones contains an influence from the
stabilities of the reference compounds (in this case CH4, CH3-
CN, and CH2CN2). Indeed the reaction, 2CH3CN f CH2-
CN2 + CH4, is actually endothermic by 31.1 kJ mol-1,
implying that the observed increase in the stabilization energy
of SdC(CN)2 is probably due to the lower inherent stability
of CH2CN2. This serves to illustrate the cautionary remarks
made in the Theoretical Procedures section concerning the
use of isodesmic reactions to measure stabilization energies.
Such measures always contain an influence from the closed
shell reference species and will at best provide a qualitative
guide to relative stabilities. As was clear from Figure 3, the
isodesmic reaction used in the present work to assess
thiocarbonyl stability is a reasonable qualitative predictor of
reaction exothermicity, provided the differences in stabilities
are large (>15 kJ mol-1). Thus for example the exother-
micities for the lone pair donor substituted thioketones (such
as SdC(OCH3)H) are considerably smaller than those for
SdCH2, despite the fact that the adduct radicals are actually
more stabilized, and this is in accord with their significantly
greater thioketone stabilities. However, it is also clear that
one should be cautious in attributing physical significance
to more minor differences in compound stability.

Based on these trends, the most active thioketone agents
should contain at least one cyano-substituent in preference
to π, pseudo-π, or lone pair donor groups. However, since
this not very bulky, it may not offer sufficient protection
from chain termination and propagation reactions. Of the
more practical possibilities, the di-tert-butyl thioketone shows
the next lowest stability, which helps to explain its recent
success in controlling stryene polymerization.12 Other agents
with relatively low stabilities would include the diphenyl
substituted agents, especially the para-cyano-substituted ones,
and also fluorene-9-thione and phenanthrene-4-thione. The
other cage-like diphenyl substituted system, xanthene-9-

thione, is much more stable than the others, due to the
presence of the lone pair donating oxygen atom.

Effect of Attacking Radical. Figure 5 shows the exo-
thermicities for addition of•CH3, •CH2CN, •CH2OH, and
•CH2Ph to the various substrates. In general, it appears that
the trends in the exothermicities for•CH3 addition to the
various substrates provide a reasonable qualitative guide to
the exothermicity trends for the other radicals. Thus, for
example, of the agents considered, the methoxy-substituted
agent shows the lowest exothermicities for trapping of the
various radicals, the dicyano-substituted agent shows the
highest, and the other substrates show intermediate behavior.
Within these broad trends there are minor variations among
the different attacking radicals. In particular, although the
trapping of all radicals is promoted when the thioketone bears
at least one cyano-substituent, the relative trapping efficien-
cies are reversed for the benzyl and•CH2CN radicals. This
may be related to the fact that the RSE of the adduct of
benzyl and SdC(CN)2 is higher than the adducts of this
substrate and the other radicals (see the bottom row of Table
2). Despite these minor variations, it appears that it may be
possible to select optimal thioketone agents using calculations
of their •CH3 trapping abilities, rather than calculations on
larger polymeric radicals.

Comparing next the exothermicities for addition of the
various radicals to a specific substrate, we note that, if we
were to consider only the stability of the attacking radical,
then the reactions of the least stable radical•CH3 (i.e. RSE
) 0) should be most exothermic, followed by those of
•CH2OH and •CH2CN (RSE ) 31.9 and 31.6 kJ mol-1,
respectively),33 with those of the most stable radical•CH2-
Ph (RSE ) 58.9 kJ mol-1)33 expected to be the least
exothermic. If we examine Table 2, we find that these trends
generally hold but with two important exceptions.

First, we note that•CH2OH additions are more exothermic
than one would have expected on the basis of radical stability
alone. This feature has been noted previously in addition of
the same radicals to alkenes,34 and its generality would seem

Figure 5. Exothermicities (i.e., -∆H) for trapping of several
radicals by several thioketones at 0 K by all substrates studied.
The values in this figure directly reflect those reported in
Table 2.
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to indicate that the•CH2OH attacking radical may actually
be less stabilized than•CH2CN, despite their almost identical
RSEs. As explained in the Theoretical Procedures section,
the RSE reflects not only the relative stabilities of the
attacking radicals but also those of the corresponding closed
shell compounds, and these can sometimes affect results.
However, this is probably only part of the explanation:
although the•CH2OH radical could easily be less stabilized
than •CH2CN, it is unlikely that it could be as destabilized
as •CH3. Instead, it appears that the stability of the product
also plays a role in the greater exothermicity for•CH2OH
addition. This enhanced stability may arise through a number
of factors. For example, the presence of the lone pair donor
OH group may enhance the lone pair donation of the sulfur
atom and its consequent ability to stabilize the unpaired
electron of the adduct radical. To test this idea, we calculated
RSEs of the various adduct radicals for a typical substrate
(see Table 2) but found that those for the•CH3, •CH2OH,
and •CH2CN adducts were all very similar to one another.
Another possible explanation for the increased exothermicity

in •CH2OH addition is the formation of stabilizing H-bonding
interactions in the adduct-radical. These occur either between
the O of the OH group and H on the substrate (in the case
of SdC(C(CH3)3)2) or between the H of the OH group and
the N of the CN-group or O of the methoxy group in the
substrate (in the case of the SdC(CN)2, SdC(CN)(Ph), and
SdC(OCH3)(Ph)). For depictions of all of these hydrogen
bonds, see Figure 3. To establish the importance of these
interactions we took selected adduct radicals and recalculated
the exothermicities for corresponding conformations of the
adduct radicals in which the OH group angled away from
the substrate (and hence the H-bond was inhibited). These
were typically higher in energy by a small but significant
amount (for example, 5.2 kJ mol-1 for the •CH2OH adduct
of SdC(C(CH3)3)2), suggesting that H-bonding does play a
role. Finally, the adduct radicals of•CH2OH with the
thioketones are substituted with two lone pair donor groups
(instead of one, as in the case of the other attacking radicals),
raising the possibility that an anomeric effect on the strength

Figure 6. B3LYP/6-31G(d) optimized geometries of the transition states of (1) SdC(CN)(ph) homopolymerizing (Scheme 2.I)
and (2) SdC(CN)(ph) copolymerizing with styrene (Scheme 2.II) as well as those of the adducts of fluorene-9-thione with (3)
styryl dimer radical and (4) VA dimer radical. Structure (5) is the B3LYP/6-31G(d) optimized geometry of the adduct formed
upon cross-propagation of fluorene-9-thione with styrene (Scheme 2.III).
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of the formed R‚‚‚S bond also contributes to their enhanced
stability.

Second, the relative exothermicities for addition of the
•CH2CN and •CH2Ph radicals vary somewhat according to
the substrate. In particular, the exothermicity for the (more
stable)•CH2Ph radical is considerably higher than that for
the (less stable)•CH2CN radical for those substrates bearing
cyano substituents. This may be explained as follows. In the
•CH2CN adducts for which the substrate contained no CN
group (SdC(Ph)2, SdC(C(CH3)2, and SdC(OCH3)(Ph)), the
lone pair on the sulfur was not parallel to the spin unpaired
orbital, implying that it is not contributing to the radical
stabilization significantly. The reasons for this are steric in
the case of SdC(Ph)2 and SdC(C(CH3)3)2 but electronic in
the case of SdC(OCH3)(Ph), where there is competing lone
pair donation from the oxygen. In the case of SdC(CN)2
and SdC(CN)(Ph) however, there exists the possibility for
stabilization of the radical by lone pair donation from the
sulfur, since the steric and competitive donation mentioned
in the previous sentence are absent. Further, we note that in
the geometries of all adducts coming from each possible
adduct of•CH2Ph or•CH2OH with SdC(CN)2 or SdC(CN)-
(Ph), the forming bond is roughly coplanar with the radical
center, meaning that stabilization of the radical by the sulfur
lone pair is occurring. In systems where the attacking radical
is •CH2CN, it seems likely that the CH2CN group is
undergoingπ-acceptance of the p-type lone pair on the sulfur,
thereby reducing the sulfur’s lone pair stabilization of the
radical. This is a phenomenon which cannot exist in adducts
of other attacking radicals and hence explains the reversed
order of reactivity of CN bearing substrates toward•CH2-
CN and•CH2Ph.

Thioketone Design.As discussed above, the requirements
of a thioketone to be able to control a radical polymerization
are that it (a) has a high equilibrium constant for the trapping
processK ) kadd/kfrag (see Scheme 1.VIII) and (b) forms an
adduct radical with a high stability toward copolymerization
or cross-termination. While SdC(CN)2 might appear to be
the best candidate based on the first criterion (see Figure 4),
its nonbulky substituents most likely preclude satisfaction
of the second. The agent cyanophenyl thione, SdC(CN)-
(Ph), also performs well with respect to the first criterion
and is slightly more bulky. However, although more hindered
than SdC(CN)2 it is still unclear whether the substituents
are likely to prevent the adduct radical from undergoing
propagation or termination reactions.

Apart from SdC(CN)2 and SdC(CN)(Ph), the next two
most promising reagents on the basis of methyl radical
trapping exothermicities appear to be fluorene-9-thione and
cyclopenta[def]phenanthrene-4-thione. These also have the
desirable feature of a closed ring structure, meaning that
termination or copolymerization of the thioketones would
be (at least somewhat) hindered. In deciding which of these
two substrates to choose for further investigation, an ad-
ditional criterion has been invokedsthat of synthetic feasibil-
ity. The most common methods of synthesizing thioketones
involves conversion of the ketone precursor.35 Both fluorene-
9-one and cyclopenta[def]phenanthrene-4-one are both avail-
able commercially, however the latter only at a synthetically

infeasible expense.36 For this reason, fluorene-9-thione has
been chosen for further evaluation. However, calculations
on the more thermodynamically optimal agent SdC(CN)-
(Ph) were also undertaken with a view to establishing
whether it is sufficiently hindered to resist propagation
reactions.

Computational Evaluation. Having selected two potential
thioketone agents, SdC(CN)(Ph) and fluorene-9-thione, it
is now necessary to evaluate their potential for controlling
free-radical polymerization. In the first instance, we need to
establish whether the trapped radical is sufficiently hindered
to prevent propagation and termination reactions from
occurring. Accurate calculations of radical-radical termina-
tion reactions (including termination in situations where the
radical can be delocalized into e.g. a phenyl ring), which
would require expensive multireference methods, are not
currently feasible on systems of this size. However, we can
study the propagation behavior. For each substrate, there are
two types of propagation reaction to consider: addition of
the adduct radical to the thioketone (“homopropagation”) and
addition of the adduct radical to the monomer (“cross-
propagation”). Models of these two reactions for each of the
two substrates are illustrated in Scheme 2.

In the case of the smaller substrate, SdC(CN)Ph thioke-
tone, the calculated rate coefficients for these two reactions
are 1.9‚108 L mol-1 s-1 and 11 L mol-1 s-1 for homopropa-
gation (I) and cross-propagation (II), respectively. Based on
these results, it is clear that homopropagation of the adduct
radical of cyanophenyl thione (SdC(CN)(Ph)) is a significant
reaction. Since the steric bulk at the radical center was
insufficient to prevent this side reaction, it also seems likely
that there will be insufficient steric bulk to prevent biradical
termination and that this particular thioketone is unlikely to
be suitable for the mediation of free radical polymerizations.
For this reason, no further calculations were performed for
cyanophenyl thione. In the case of the larger substrate,
fluorene-9-thione, it seems reasonable to assume that the
closed ring structure could be too hindered to undergo
significant propagation reactions. Indeed, when we calculated
the equilibrium constant for the addition to the smaller of
the two substrates (styrene, reaction III in Scheme 2), we
found that the reaction was not very thermodynamically
favorable (K333 ) 3.3 × 101 L mol-1; ∆H333 ) -63.8 kJ
mol-1; ∆S333 ) -190.0 J mol-1 K-1), having a ceiling
temperature of only 336 K. In other words, propagation, if
it occurred at all, would be reversible and merely contribute
to radical storage. We therefore selected fluorene-9-thione
for further evaluation.

The next step in the evaluation is to investigate the reaction
of fluorene-9-thione with the propagating radicals of common
radical polymerizations and thereby determine whether the
adduct radical is sufficiently stabilized (towardâ-scission)
to provide sufficient control. As noted in the Introduction,
kinetic studies of the related living radical polymerization
process, nitroxide mediated polymerization, indicate that the
equilibrium constant for the addition reactionK should be
around 109 L mol-1 in order to effect an efficient living
process.6 Values lower than this can lead to hybrid behavior
and loss of control; values significantly higher than this can
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lead to rate retardation effects. We therefore evaluated the
equilibrium constant for addition of the propagating radical
to fluorene-9-thione in both styrene and vinyl acetate
polymerization (see reactions V and VI of Scheme 2), the
former being chosen as a prototypical stable monomer, the
latter as a prototypical unstable monomer. In each case, the
propagating radical was modeled as a dimer as we have
previously shown that, for propagation reactions at least, this
model includes the most important substituent effects on
radical reactivity and provides a reasonable guide to the
propagation kinetics of the corresponding long chain radi-
cal.37

Using these model reactions, it is found that the theoretical
predictions for the equilibrium constant of a propagating
poly(styrene) and poly(vinyl acetate) radical adding to
fluorene-9-thione are 4.8‚1014 mol L-1 and 2.9‚1016 mol L-1,
respectively. These equilibrium constants are considerably
higher than those calculated previously for the reaction of a
styryl dimer radical with di-tert-butyl thione (DTBT, 4.6‚
104 mol L-1), under the same conditions.12 Hence the
objective of the present work, to identify a thioketone agent
with radical trapping abilities superior to the existing DTBT,
has indeed been met, and it is clear that the radical-trapping
abilities of thioketones span a very wide range of values.
Nonetheless, it is also clear that the equilibrium constants

for these two systems are so large as to render it likely that
they would induce rate retardation at 60°C. However, it is
important to question the physical realization of this equi-
librium constant as forward and reverse rate coefficients.
Although rate coefficients were not calculated for this system,
it seems likely that in this highly exothermic reaction, the
addition reaction is likely to be barrierless and occur with a
chemically controlled rate coefficient above the diffusion-
controlled limit. Hence in the context of a polymerizing
system, the steady-state equilibrium concentrations of the
propagating and adduct radicals may not be achievable on
the time-scale of the process, and the effective kinetically
limited concentrations (and associated apparent equilibrium
constant) may be quite different. It would therefore be worth
investigating the behavior of fluorene-9-thione as a potential
control agent, despite its highK value. If however, rate
retardation and inhibition effects are observed, hindered
thioketones showing intermediate radical affinities between
di-tert-butyl-thione and fluorine-9-thione, such as xanthene-
9-thione (see Figure 4), could be adopted instead.

Conclusion
The enthalpies at 0 K for radical trapping by a number of
thioketones (SdC(X)(Y)) have been evaluated via high level
ab initio molecular orbital calculations. By altering the X

Scheme 2. (I-IV) Model System Used in Calculations Relating to Copolymerization Reactionsa and (V and VI) Model
System Used in Calculation of an Addition/Fragmentation Equilibrium Constant for Mediation of a Polymerization by
Fluorine-9-thione

a Which must occur to a negligible extent for the thioketone to exert effective control over the polymerization.
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and Y, a degree of control can be exerted over the radical
affinity. In general terms, the adduct radical is favored byπ
accepting substituents, which delocalize and therefore sta-
bilize the unpaired electron, and sigma accepting substituents,
which weaken the CdS bond. In contrast, due to the pre-
existing lone pair on the sulfur, additional lone pair substit-
uents (such as X) OCH3) do not afford as significant a
stabilization as might have been expected, had they been in
isolation. Other features of the thioketone substrates, such
as how phenyl groups are attached to the rest of the molecule,
can also affect the radical affinities of these compounds. In
particular, twin phenyl bearing substrates (such as fluorene-
9-thione), for which the phenyls were linked and held in a
plane, form a radical adduct in which a contiguous region
of spin delocalization is spread over most of the molecule
and are able to strongly stabilize the radical. As well as
radical affinity, additional molecular features were high-
lighted which might enhance or make less suitable a
particular thioketone for use in controlling a radical polym-
erization. Of particular importance is the steric bulk at the
adduct radical center, which provides a barrier toward
biradical termination of two thioketone terminated polymer
chains or co/homopolymerization of the thioketone mol-
ecules.

On the basis of radical affinities, steric demands, and
synthetic feasibility, fluorene-9-thione was selected as being
a potentially suitable candidate for use in controlling free
radical polymerizations. Cyanophenyl thione also displayed
excellent radical trapping abilities but was not sufficiently
hindered to prevent homopropagation side reactions. For the
fluorene-9-thione, equilibrium constants (at 333.15 K) in the
vicinity of 1014 L mol-1 and 1016 L mol-1 were obtained for
trapping of dimeric styryl and vinyl acetate radicals, respec-
tively. Although these may be too high to achieve nonre-
tarded polymerizations at this temperature, they indicate that
there is sufficient scope within the thioketone class of
compounds to mediate free radical polymeriations via radical
stability alone, and other thioketones with intermediate
radical trapping abilities (such as xanthene-9-thione) should
be suitable for controlling free-radical polymerization.
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Abstract: In addition to the simulation of two proteins described previously, we report on the

application of our recently developed particle-based implicit solvent model to the simulations of

four nucleic acid molecules, the 17 bases anticodon hairpin of the Asp-tRNA, the decamer

d(CCGCCGGCGG) in both A and B form, and the containing EcoRI restriction site dodecamer

d(CGCGAATTCGCG). The solvent is represented by a fluid of Lennard-Jones polarizable

pseudoparticles of molecular size, the induced dipoles of which are sensitive to the solute electric

field but not to each other. When implemented in a molecular dynamics algorithm with the

Amber94 force field, the model allows to simulate efficiently the conformational evolution of the

nucleic acids, yielding stable three-dimensional structures in agreement with experiments and

other simulations in explicit solvent. In the same run, it is also able to provide estimations of the

electrostatic solvation free energy within short time windows which correlate well with the

Poisson-Boltzmann calculations. In addition, the molecular aspect of the solvent model allows

for the reproduction of the highly localized water molecules in the major or minor grooves of the

nucleic acid double helices, despite the absence of explicit water hydrogen bonds.

Introduction
Long and stable molecular dynamics simulations of nucleic
acids in explicit solvent, such as TIP3 or SPC models, allow
nowadays to analyze in detail the role of water in the
stabilization of their three-dimensional structures and in the
recognition processes by ligands or proteins. Several simula-
tions in the nanosecond range have emphasized the crucial
long-lived hydration patterns in both the minor and major
grooves of DNA and RNA helices.1-5 Other theoretical
studies have confirmed the importance of water molecules
at DNA or RNA-protein interfaces for the stability and/or
the selectivity of such complexes.6-10 Only a few studies
have been interested in quantitative results of energetics and
electrostatics in these complexes (see, e.g., refs 11-15). In
this respect, however, the computational cost of simulations

in explicit solvent makes it difficult to estimate solvation
free energies, and explicit solvent models do not allow for
the estimation of proteins solvation free energy accurately,
even with nanosecond-long simulations, because of the
protein landscape which causes a prohibitive solvent penetra-
tion time. One possible approach is to combine molecular
mechanics (MM) and continuum models by applying implicit
solvent methods, such as Poisson-Boltzmann (PB) or
generalized Born (GB)- solvent accessible surface area
(SA) calculations, to structural snapshots extracted from MD
simulations in explicit solvent.16-18 It should be noticed that
this method has some connections to the earlier PDLD/
S-LRA method of Warshel and collaborators (semimicro-
scopic protein dipoles Langevin dipoles/linear response
approximation),19 which has the merit to take additionally
into account the protein reorganization effect. These so-called
MM-PBSA or MM-GBSA calculations allow for relating
molecules conformational changes to their free energy

* Corresponding author e-mail: daniel.borgis@univ-evry.fr (D.B.)
and thaduong@univ-evry.fr (T.H.-D.).
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variations and understand in detail the physical factors that
favor or disfavor the stability and specificity of biomolecular
systems. To avoid to generate computationally expensive
molecular trajectories in explicit solvent, the GBSA solvent
model can be implemented directly in an MD algorithm in
order to provide in the same calculation both stable dynamics
simulations and reliable solvation free energy estimations.20-22

This all-implicit solvation approach is much faster than the
former MM-GBSA combination, but it neglects the molec-
ular aspect of solvent, and it is therefore unable to provide
structural information about the macromolecule first solvation
shells that can be related or compared to observations from
NMR or X-ray experiments.

We propose here an alternative solvent model that
combines advantages of both explicit solvent (molecular
aspect for structural information) and implicit solvent (ef-
ficient and rapid evaluation of solvation free energy). This
model, which theoretical foundations are summarized in the
first section, considers each solvent molecule as a Lennard-
Jones particle that embeds a polarizable electric dipole
(polarizable pseudoparticles or PPP model). The polarization
of solvent dipoles obeys the macroscopic electrostatic laws
of dielectric materials and provides a simple expression of
the electrostatic solvation free energy. It should be noted
that other promising methods tend to combine an efficient
evaluation of solvation free energies with a characterization
of the averaged solvation structure at a molecular level.
Among these models, one should mention the density
functional theory (DFT) approach that describes the aqueous
environment around a solute in terms of both molecular
density and polarization density23-25 and the three-dimen-
sional integral equation theory which is able to provide
averaged positional and orientational distribution function
of the water molecules around a solute.26-28 The practicability
and accuracy of these elaborated methods have been shown
for various compounds in solution, but they still seem
computationally too expensive for long molecular dynamics
simulations of large biomolecules. As it will be shown in
the methodology section, our original hydration model can
be seen essentially as a particular DFT formulation for the
solvent polarization density but projected on moving particles
instead of fixed grid points. It can also be related to the
iterative and noniterative grid-based Langevin dipole (LD)
model,29-31 the surface constrained soft sphere dipoles model
of Warshel,32 and to the more general class of dipolar solvent
models.23-25,33-37

Our solvent model has already been parametrized, tested,
and applied to small peptides and proteins with satisfactory
results, particularly in terms of CPU gain, since our model
is about 5-fold faster than an explicit solvent model for
simulations of solutes with around 1000 atoms.38,39 It can
provide stable MD trajectories in the nanosecond range,
yielding averaged structures in accordance with experimental
observations as well as reasonable estimations of solvent
electrostatic free energies with good correlations with Pois-
son-Boltzmann calculations.39 In this paper, we report the
results and analyses of nanoseconds long and stable molec-
ular dynamics simulations of four nucleic acids molecules
dissolved in our PPP semi-implicit solvent model. Trajec-

tories obtained in our previous work for two proteins, the
bovine pancreatic trypsin inhibitor (5pti) and the B1 immu-
noglobulin-binding domain of streptococcal protein (1pgb),
will be analyzed too for a broader perspective.

Methodology
Summary of the PPP Solvent Model.According to a
macroscopic electrostatic theory, as formulated by Marcus,33

when a solute built up with atomic point charges is immersed
in a dielectric medium, a nonequilibrium electrostatic sol-
vation free energy functional can be written as

where ε0 is the vacuum permittivity andε is the solvent
dielectric constant,P is the nonequilibrium polarization
density vector in a solvent elementary volumedV, E0 is the
vacuum electrostatic field created by the solute atoms, and
Ep denotes the polarization electric field created by the polar
medium surrounding the volumedV. The first integral is the
free energy necessary to polarize the solvent volumedV. The
second and third integrals account for the solute-solvent
and solvent-solvent electrostatic interactions, respectively.
Introducing into the Marcus functional the so-called “Cou-
lomb field” or “local” approximation,40,37which assumes that
the polarization field remains longitudinal, yields the simpli-
fied solvation free energy functional:35

The local approximation has been tested carefully for the
solvation free energy of different solutes of complex shape
in comparison to the Poisson-Boltzmann model.37 In the
case considered here of nonpolarizable solutes, the correlation
with respect to Poisson-Boltzmann calculations is good,
with correlation coefficients very close to 1, but the slope
of the correlation line departs slightly from 1. It was shown
that the agreement can be greatly improved by defining a
systematic renormalization of the solute atomic charges in
order to increase slightly the local dipoles. This feature will
arise later in the computational details and parametrization
section.

To calculate numerically the two integrals involved in eq
2, one could classically discretize the solvent region with a
regular grid and consider at each point a dipoleµi ) P dV )
P/F, where F is the grid density. Then the electrostatic
solvation free energy can be evaluated as

whereE0i is the vacuum electrostatic field created by the
solute atoms at the dipoleµi position. The constantR is
defined asR ) ε0(ε-1)/(εF). It should be noted thatR arises
as a microscopic polarizability constant that is related to the
medium macroscopic dielectric constantε, and, therefore, it
includes both the electronic and orientational polarization.
The electrostatic solvation free energy at thermodynamic

∆Fpol ) ∫ P2

2ε0(ε - 1)
dV - ∫P‚E0 dV - 1

2∫P‚Ep dV (1)

∆Fpol ) ∫ εP2

2ε0(ε - 1)
dV - ∫P‚E0 dV (2)

∆Fpol ) ∑
i

µi
2

2R
- ∑

i

µi‚E0i (3)
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equilibrium is obtained by minimizing∆Fpol relative to all
the µi which yields the following two simple expressions:

At this point, using eqs 4 and 5, the central idea of our
method is to consider that the punctual dipolesµi

eq, are
carried by discrete and mobile Lennard-Jones particles of
molecular size, instead of the fixed nodes of a regular grid.
Two particular features arising from our model should be
emphasized: First, due to the local approximation, the
induced dipoles do not interact with each other, and only
Lennard-Jones interactions between solvent particles have
to be calculated. Second, since the solvent pseudoparticles
have translational degrees of freedom, the electrostatic
solvation free energy∆Fpol

eq calculated from eq 5 is in fact
an “instantaneous” polarization free energy that has to be
averaged over different particles positions, generated for
example by molecular dynamics simulations. In practice, the
electrostatic solvation free energy∆Fpol

eq is included in the
total Hamiltonian of the system, yielding the following
expression:

Here,K is the system kinetic energy,Rk are the atomic
positions of the solute,VBond({Rk}) denotes the solute bonded
potential energy, including the stretching, bending, and
torsion interactions, andVLj+Coul({Rk}) is nonbonded Len-
nard-Jones and Coulomb energy. The solvent pseudoparticles
are characterized by a positionr i and a solvent-solvent
(possibly truncated) Lennard-Jones potentialVLj({r i}). The
solute-solvent interactions are captured by the Lennard-
Jones functionVLj({Rk - r i}) and the electrostatic term
∆Fpol

eq described in eq 5. From the total potential energy of
the system, the forces formulations are the same as in explicit
models, except for the electrostatic solute-solvent forces
which can be expressed in terms of partial derivatives of
the vacuum electrostatic fieldE0i, on a solute atom (k) and
a solvent pseudoparticle (i), respectively, by the following
expressions:

As shown in a previous paper, this solvation model leads
to a potential of mean force for opposite charge ion pairs
that is slightly too repulsive and without the expected two
minima corresponding to the contact ion pair and the solvent
separated ion pair.38 This failure arises mainly from the local
approximation, and in order to cure this deficiency, we have
added another level of phenomenology to our solvation

model: We imposed that the solvent dipolesµi
eq can

saturate when the electrostatic fieldE0i becomes too strong,
instead of supposing a simple proportionality. As in the
Langevin dipole model,31 this can be done by expressing
the induced dipoles via a Langevin function

where L(x) ) coth(x) - 1/x, and µsat is the value of the
dipoles saturation. Finally, to keep the simplicity of the
solute-solvent electrostatic forces expressed in eqs 7 and
8, it has been demonstrated that the electrostatic solvation
free energy∆Fpol

eq has just to be reformulated as38

Computational Details and Parametrization. In this
work, the force field used for nucleic acids molecules is the
second generation Amber94 force field.41 As in our previous
study on proteins,39 the solvent pseudoparticles are character-
ized by the Lennard-Jones parametersσLJ ) 2.88 Å andεLJ

) -3.197 kJ/mol and a polarizabilityR ) 2.33 Å3 calculated
from the water dielectric constantε ) 80 and a solvent
densityF ) 0.0337 Å-3. After trial and error, the value of
the dipole saturation was fixed at an optimum valueµsat )
1.5 D.

Since our solvent model is based on continuum electro-
statics, we had to calibrate the atomic effective radii and
partial charges in order to reproduce the known Born and
Kirkwood electrostatic solvation free energies of isolated
charged and neutral dipolar atoms. To fit to the Born
solvation free energy,42 ∆GBorn ) -1/2 (1-1/ε)q2/r, we
proceeded in the following way: For ions of different charge
q and radiusr, we first determined the solvation energy
∆Fpol

eq given by the PPP model, and we then reassigned to
each of them an effective radiusreff ) frdr where the rescaling
factor is defined asfrd ) ∆GBorn/∆Fpol

eq . For further studies
with any force field, the atomic radii used for solute-solvent
Lennard-Jones interactions have been rescaled systematically
with the factorfrd (ri,qi).

As mentioned in our previous paper,39 the local ap-
proximation in the PPP solvent model introduces a systematic
error in the electrostatic solvation free energy of small neutral
dipolar molecules. In the case of a point dipoleµ embedded
in a hard sphere of radiusR and surrounded by a high
dielectric material, one can show that the relative error with
respect to the exact Kirkwood solvation free energy43

∆GKirkwood ) -1/2(ε - 1)/(ε + 1/2)µ2/R3 amounts to 1/3.
One way to correct these errors is to assign to the small
molecules an effective dipoleµeff ) (3/2)1/2µ without
changing their total charge. This can be done by rescaling
the solute atomic partial chargesqi using the formulaqi

eff )
fqqi + (1 - fq)Qtot/N, whereQtot is the total charge of the
small molecules,N is its number of atoms, andfq ) (3/2)1/2

µi
eq ) REi0 (4)

∆Fpol
eq ) -

1

2
∑

i

µi
eq‚E0i (5)

H ) K + VBond({Rk}) + VLj+Coul({Rk}) + VLj({r i}) +

VLj({Rk - r i}) + ∆Fpol
eq (6)

Fk ) -
∂∆Fpol

eq

∂Rk

) ∑
i

µi
eq‚

∂E0i

∂Rk

(7)

Fi ) -
∂∆Fpol

eq

∂r i
) µi

eq‚
∂E0i

∂r i
(8)

µbi
eq )

µsat

E0i
L(3R

E0i

µsat
)E0i (9)

∆Fpol
eq ) -

µsat
2

3R
∑

i

ln[sinh(3R
E0i

µsat
)

3R
E0i

µsat

] (10)
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≈ 1.225. It should be noted that the factorfq ) 1.225 which
applies strictly to a spherical dipole with sharp boundaries
should be slightly adjusted to accommodate for smooth and
continuous Lennard-Jones boundaries. Numerous tests have
led to the conclusion that the best results in terms of both
structural stability and free energy correlations with Poisson-
Boltzmann calculations are obtained with the factorfq )
1.185.39

Our solvation model has been implemented into the
molecular dynamics program Orac44 which uses a multiple
time step r-RESPA algorithm.45 In this work, three different
time steps were used: a 4 fs time step for the integration of
long-range nonbonded interactions (greater than 8 Å), a 2 fs
time step for medium range nonbonded interactions (between
5 and 8 Å), and a 1 fstime step for short-range nonbonded
(lower than 5 Å) and bonded interactions. The nonbonded
interactions were smoothly cut with a switching function
from 11 to 12 Å. All simulations were performed in the
canonical NVT ensemble, using a Nose´-Hoover thermostat
algorithm.46,47 All systems have been equilibrated progres-
sively from 220 to 300 K during 228 ps and simulated at
this last temperature for 4 ns without any constraints except
those on bonds involving hydrogen, using the SHAKE
algorithm.48

Poisson-Boltzmann calculations of electrostatic solvation
free energies of molecules were performed using the APBS
software49 with no ionic strength (explicit ions are included
in the simulations) using a dielectric constant ofεi ) 1 inside
the solute andε ) 80 outside and a solvent radius of 1.4 Å
for probing the solute surface. The cubic grid for the finite
differences algorithm of APBS was set to 141 nodes in each
dimension for a rectangular box of the same size as the one
used for the MD simulations, so that the grid size was below
0.5 Å.

Results
Stability of Proteins and Nucleic Acids Simulations.The
PPP solvent model has been used previously to simulate two
solvated proteins, the bovine pancreatic trypsin inhibitor
(PDB code: 5pti) and the B1 immunoglobulin-binding
domain of streptococcal protein G (1pgb). The 2-ns long
production trajectories were proved stable and meaningful,
with RMSD comparable to all-atom simulations and struc-
tural characteristics in overall agreement with X-rays and
NMR measurements.39

In this paper we substantiate our study with the structure,
dynamics, and solvation properties of four different nucleic
acid molecules. The starting structures were taken from the
crystallographic structures available in the Nucleic Acid
Database:50 the 17 bases anticodon hairpin of the Asp-tRNA
(trna05),51 the decamer d(CCGCCGGCGG) in both A form
(adj109)52 and B form (bd0015),53 and the containing EcoRI
restriction site dodecamer d(CGCGAATTCGCG) (bdl001).54

These four negatively charged molecules have been neutral-
ized with an appropriate number of sodium counterions
initially placed at 6 Å from the phosphate groups, except
for bd0015 for which ions were placed at 3 Å. All the
molecular systems considered, proteins and nucleic acids
were simulated in a 48× 48× 70.7 Å3 box, containing about

5200 solvent pseudoparticles. Molecular dynamics trajecto-
ries are 4-ns long for the three DNA molecules, whereas
the trna05 trajectory was carried on for a total of 8 ns.

Figure 1 represents the RMS deviations (calculated over
all non-hydrogen atoms) from the starting structures as a
function of time for the four studied nucleic acids. This global
structural criterion shows that all nucleic acid molecules are
stable in a PPP solvent and remain close to their initial
conformation during the 4 ns trajectories, the maximum RMS
deviation being observed around 2.7 Å for the dodecamer
bdl001, which is very close to the value obtained for a 5 ns
MD simulation using a TIP3P water model.55 The relatively
small RMS deviation observed for the tRNA loop during
the whole length of the 8-ns trajectory (around 1.9 Å at the
end of the trajectory) is comparable to that obtained in a
series of 3-ns long MD simulations performed in an explicit
SPC/E solvent (1.7 Å on average) by Auffinger and
Westhof.56 It reveals that the tRNA structure is globally very
stable with the PPP solvent, although it has been previously
shown that this tRNA loop is particularly sensitive to the
representation of solvent.56 It reflects smaller deformations
of RNA compared to DNA molecules, even in A form, for
which the RMS deviation is stabilized around 2.5 Å. In
Figure 1 is also plotted the RMS deviation of the decamer
d(CCGCCGGCGG) in A form relative to the crystallographic
B conformation. These two structures being initially distant
by a RMSD of about 5.4 Å, it appears that the simulated
A-DNA slightly drifts toward a B-like conformation, with a
final RMSD around 3.3 Å away from the experimental B
form. As it will be detailed below, this A to B partial
transition, which is not observed for RNA, has been
characterized by numerous molecular dynamics simulations
on various DNA sequences with different force fields and
water models.2,57-60

The partial conclusion to be drawn here is that, as for
proteins, the PPP solvent model allows for the reproduction
of the global structural stability of different kinds of nucleic

Figure 1. Time evolutions of the RMS deviation calculated
over nucleic acids all non-hydrogen atoms from their initial
structures (black lines). For the d(CCGCCGGCGG) decamer
in A form, the RMS deviation from the B conformation is also
plotted in gray line.
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acids molecules in comparison to available MD simulations
using explicit solvent models.

Electrostatic Solvation Free Energies for Proteins and
Nucleic Acids. As mentioned in the Introduction, the PPP
solvent model provides an efficient way to estimate “on-
the-fly” electrostatic solvation free energies during molecular
dynamics simulations. Nevertheless, it should be mentioned
that, whereas the solvent dipole orientations are in equilib-
rium at each simulation step, the pseudoparticles translational
positions have to be sampled in order to yield an averaged
solvation free energy corresponding to a real equilibrium
state. Previous tests on small peptides have shown that these
translational degrees of freedom are rapidly equilibrated
within a few dozen picoseconds of simulation.39 Thus, to
compare the electrostatic solvation free energies estimated
with the PPP model and by the Poisson-Boltzmann equation
resolution, we have proceeded in the following way: Over
time-windows of 12 ps, the average value of the PPP
electrostatic solvation free energy was compared to the
electrostatic solvation free energy calculated using the APBS
software49 to solve the Poisson-Boltzmann equation for an
averaged molecular structure determined over the same time-
window (see Methodology section).

In Figure 2 we have plotted the time evolution of the
electrostatic solvation free energies calculated “on-the-fly”
with the PPP solvent model and a-posteriori with the APBS
algorithm. The figure includes the four nucleic acid mol-
ecules and the two proteins (5pti and 1pgb). These two
charged proteins were simulated without neutralizing coun-
terions and using a nonbonded interaction cutoff of 12 Å.
Therefore, to account for the long-range solute-solvent
electrostatic contribution of the solvation free energy (which
is negligible for neutral solutes), we have added to the PPP
solvation free energy a bulk correction evaluated by a
continuum approximation using the Born formula∆GBulk )
-1/2(1-1/ε)Q2/RBulk, whereQ is the solute total charge and
RBulk is the distance beyond which the solvent dipoles were
supposed insensitive to the solute electrostatic field. In our
simulations, theRBulk distance is physically defined as the

sum of the protein averaged gyration radius (about 14 Å for
the two proteins) and the nonbonded interaction cutoff
distance.

Despite the fact that we do not compare completely
identical physical quantities (an average of free energies
versus a free energy of an averaged structure), the plots in
Figure 2 indicate visually that the variations of the PPP
electrostatic solvation free energy due to the solutes con-
formational changes correlate well with those calculated with
the Poisson-Boltzmann equation. Despite a systematic shift
between the two values, correlation coefficients between the
two methods range from 0.83 to 0.89 for nucleic acids
(calculated over the last 2 ns of the trajectories) and from
0.76 to 0.86 for proteins39 (calculated over the last 1.75 ns
of the trajectories). This trend is particularly noteworthy for
the A-DNA molecule which undergoes a significant con-
formational transition to a mixed A and B form. Similar good
correlations have been previously observed for two small
10 residues peptides that undergo large conformational
variations.39 These encouraging results show that the PPP
solvent model can efficiently reproduce “on-the-fly” the fine
structure dependent solvation free energy of flexible solutes,
at the expense of a relatively short time average over the
translational degrees of freedom of the pseudoparticles.

We have summarized the applicability of our PPP model
to the estimation of electrostatic free energies in Figure 3.
There are displayed the averages over the 2 last ns of
simulations of the PPP and APBS electrostatic solvation free
energies (except for the proteins, for which averages were
taken on the last equilibrated nanosecond of the trajectories).
This plot reveals an excellent correlation between the two
approaches for all studied biomolecules, the correlation
coefficient and the slope of the linear relationship being equal
to 0.99 and 1.06, respectively. Reminded that the PPP solvent
model can be used for rapid and long molecular dynamics
simulations, this result opens prospects for future studies
focusing on the solvent influence on the DNA-protein or
protein-protein association specificity, for which both the
solutes deformation and dehydration process play a important
role. For this purpose, however, further validation is needed,

Figure 2. Time evolution of the nucleic acids and proteins
electrostatic solvation free energies. Calculations with the PPP
solvent model and with the Poisson-Boltzmann equation are
plotted respectively with black lines and gray lines. For clarity
and convenience, all plots have been translated into the same
energy range.

Figure 3. Comparison between the PPP and Poisson-
Boltzmann electrostatic solvation free energies for the four
nucleic acid molecules and the two proteins described in the
text.
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like the prediction of mutational effects on protein-protein
association61 or the comparison to experimental affinities.
Provided this validation, the PPP solvent model can provide
an efficient and self-consistent alternative to MM-PB or
PDLD/S-LRA calculations.

Structural Analysis of the Nucleic Acids. Since the
structural properties of the proteins simulated in the PPP
solvent were previously analyzed in details,39 we focus here
on the four nucleic acid molecules. We checked earlier in
the paper the global stability of the molecules by looking at

time evolution of RMS deviations (see Figure 1), but more
detailed analysis is needed in order to check the fine structure
of nucleic acid molecules. We studied various helicoidal
parameters of the DNA and RNA molecules, and we
compared them with explicit simulations or experimental
data. Various structural probability distributions pertinent to
nucleic acids symmetries are displayed in Figures 4-7. These
structural features were calculated on snapshots extracted
every 12 ps from the 4 ns trajectories using the program
CURVES (the first 4 ns in the case of trna05), which

Figure 4. Probability distributions of the sugar puckering phases (°) for the four studied nucleic acid molecules. The canonical
values of the A- and B-DNA are represented respectively with dashed and dotted lines.

Figure 5. Probability distributions of the base pairs Xdisp (Å) parameters, relative to the best curved helices axis.
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calculates the helicoidal parameters relative to an optimized
nonlinear axis of the nucleic acid helices.62 Regarding the
sugar puckering phase (Figure 4), the distribution peaks of
the two B-DNA are close to the canonicalB value, in the
typical C2′-endo conformation. Moreover, as expected from
canonical values of RNA molecules, the probability distribu-
tion of the tRNA has one maximum at the canonical A value,
in the C3′-endo conformation. In contrast, the sugar pucker-
ing phase probability of the A-DNA decamer has clearly a
bimodal distribution with one peak around the canonical A
value, the other around the B one. This clearly reflects a
partial transition of the molecule toward an intermediate
structure between an A and a B conformation. This inter-

mediate structure is also confirmed by the probability
distribution of the Xdisp parameter (Figure 5), which
describes the displacement of the base pairs from the double
helix axis. For the A-DNA, the Xdisp parameter also presents
a bimodal distribution, whereas for the others nucleic acids,
the distributions have only one maximum. This maximum
is close to 0 Å, the canonicalB value, for the two B-DNA,
or has a negative value, characteristic of the A-form, for the
tRNA molecule.

Figures 6 and 7 show the probability distributions of the
rise and twist parameters, respectively, for the four studied
nucleic acids helices. For the two B-DNA, the distributions
are centered on the canonicalB value. However, Figure 6

Figure 6. Probability distributions of the interbase pairs rise (Å) parameters.

Figure 7. Probability distributions of the interbase pairs twist (°) parameters.
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shows that the dodecamer bdl001 simulation yields some
unusual high values of the rise parameter. A detailed analysis
revealed that this is due to some incursions at intervals of
two sodium ions between the base pairs C3/G4 and C9/G10
(data not shown). Similar incursions of counterions have also
been observed between the two base pairs G3/C4 and G6/
G7 of the A-DNA decamer adj109, for which the rise
probability presents a bimodal distribution reflecting again
a mixed form between A and B. The tRNA molecule
simulation also yields high values of the rise parameter for
the C3/G4 step (data not shown), but no incursion of
counterions was observed in this case. This high rise is
probably inherent to the presence of the wobble base pair
G4-U14, which induces an unstacking and an underwinding
of the RNA double helices as reviewed by Masquida and
Westhof.63 It should be noted that the rise parameters for
the other tRNA base pairs are higher than the canonical A
value, but they actually remain very close to the initial values
of the crystallographic structure. The special geometry of
the tRNA double helix due to the wobble base pair is also
revealed by its twist parameter distribution (Figure 7), which
shows a peak around 45° that arises from a high twist value
for the G4/C5 step following the wobble pair. This over-
wound step is preceded by an underwound and high rise for
the C3/G4 step, in agreement with experimental observa-
tions.63 For both B-DNA molecules, as expected, the twist
probability is sharply distributed around the canonicalB
value, whereas the A-DNA decamer distribution has a broad
profile covering both the characteristicA and B values.
Overall, despite some incursions of counterions between a
few base pairs which can distort the double helices geometry
at some intervals, the simulations of the four nucleic acids
in the PPP solvent yield on average fine structures in good
agreement with previous experimental and theoretical studies
of the same molecules. This accomplishment should be
stressed particularly for t-RNA, whose stability in silico was
shown to be extremely sensitive to the solvent model
employed, even in an explicit approach.56

Nucleic Acids Hydration Sites. In contrast to a purely
implicit solvent model such as the Poisson-Boltzmann
equation or generalized Born, the PPP solvent is a particle-
based model and thus keeps the molecular aspect of the
solvent. Therefore, the PPP model allows for identifying the
highly localized water molecules on the surface of biomol-
ecules which are assumed to have a determinant structural
influence upon their associations, as emphasized by NMR
or crystallographic studies as well as MD simulations in
explicit solvent.64 The plots in Figures 8-10 represent a
hydration index, the maximum residence time of a single
solvent pseudoparticle close to different atom groups of the
studied nucleic acids (defined in percentage with respect to
the total simulation time). This quantity is similar to the
“water residence time” usually measured or calculated from
simulations. Since sodium counterions are able to occupy
hydration sites, we have added to our “water residence time”
the maximum residence time of sodium ions near the same
sites. Three different groups of hydration sites were studied
for each nucleic acid molecule:“Phosphate” hydration sites
were considered as the four oxygen atoms bonded to the

phosphate atom. The“major grooVe” sites taken into account
were the polar atoms N7 and O6 for guanine, the N7, N6,
H61, and H62 atoms for adenine, the N4, H41, and H42
atoms for cytosine, and the O4 atom for thymine or uracil.
The “minor grooVe” hydration sites were the N3, N2, H21,
and H22 atoms for G, the N3 atom for A, and the O2 atom
for C, T, or U. We specified that a solvent pseudoparticle or
a sodium ion “occupies a hydration site” when its distance
to a nitrogen or an oxygen site and to a hydrogen site were
smaller than 3.0 and 2.5 Å, respectively. The results
presented in Figures 8-10 are averages of the solvent and
sodium maximum residence times over all the potential
hydration sites for the three groups “phosphate”, “major
groove”, and “minor groove” of each base (for tRNA) or
base-pair (for all DNA molecules).

The first well-known result on nucleic acid hydration
patterns that we reproduced is that the major grooves of A
form double helices are more hydrated by the solvent
pseudoparticles or sodium counterions than their minor
grooves, whereas the longest water or ion residence times
are found for the B-DNA minor groove rather than for the

Figure 8. Maximum residence time (in % of the simulation
length) of water molecules (black bars) and sodium ions
(additional white bars) near the A-DNA d(CCGCCGGCGG)
phosphate group, major groove and minor groove, as a
function of the base pairs number.
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major one. Despite the absence of explicit hydrogen bonds,
our solvent model allows for the reproduction of the
preferential hydration sites on the nucleic acids double helix
surfaces in general agreement with experimental observa-
tions.3,52,65-67 Concerning the decamer d(CCGCCGGCGG),
it is remarkable in Figures 8 and 9 that several sodium
counterions are highly localized into the major groove of
the A conformation and into the B form minor groove,
apparently replacing some long residency waters at these
hydration sites. On the other hand, similar long-life sodium
ions were not observed neither in the minor nor in the major
groove of the B dodecamer d(CGCGAATTCGCG), espe-
cially in the AATT central region (data not shown). The
presence of counterions in DNA minor groove and its
sequence dependence is still theoretically unclear, especially
by MD simulations, since the equilibration of ionic atmo-
spheres around charged solutes in aqueous solvent turns out
in the multinanoseconds range.1,2,4,55,68

Similarly to the A-DNA, the double-helix part of the tRNA
hairpin is preferentially hydrated (by PPP solvent molecules
or ions) in the major groove, as shown in Figure 10. We
found that the base pairs around the wobble G4-U14 pair
are particularly well hydrated. This result is in agreement
with previous results showing that the intrabase pair hydrogen

bonds within the wobble pair are weak and more accessible
to the solvent.69 Our results show that the bases of the tRNA
loop are preferentially bound to waters or ions in their major
groove side, except for the pseudouridine (Ψ6). In this case,
the polar atoms of the base in the minor groove side appears
to be better hydration sites, in agreement with the theoretical
study of the same hairpin hydration by Auffinger and
Westhof.69 As these authors also noticed, the three anticodon
bases GUC are not particularly hydrated by water molecules.
However, in our simulation, this base triplet seems to be
strongly bound to sodium counterions, which has not been
observed previously in other simulations.

Despite the absence of explicit hydrogen bonds in the PPP
solvent model, the general hydration patterns of nucleic acids
previously determined by experiments or simulations in
explicit solvent were correctly reproduced. The PPP model
can thus provide some molecular information about hydration
which is not accessible by classical implicit models such as
generalized Born or Poisson-Boltzmann. One of the future
challenges will be to obtain reliable energetic results for,
e.g., nucleic acids/protein association and compare carefully
with experimental data or available all-atom simulations.15

Computation Times. To conclude this study, we should
recall the numerical performances of the PPP solvent model
that have been previously presented.39 We showed that, in

Figure 9. Solvent particles and ions maximum residence time
for the B-DNA d(CCGCCGGCGG).

Figure 10. Solvent particles and ions maximum residence
time for the tRNA-Asp anticodon hairpin.
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our present (not fully optimized) implementation, the CPU
gain of the PPP solvent model with respect to a typical 3-sites
explicit water model (TIP3) is around 12.5 for pure solvent
and drops to about 5 for solutes of about 800 atoms (like
tRNA, DNA, and 1pgb) surrounded by∼5000 solvent
molecules. Moreover, the computational overhead of PPP
compared to vacuum simulations is about 8 for a solute of
more than 800 atoms (for which solute-solvent interactions
and solute-solute interactions become comparable), which
makes the PPP solvent model competitive with respect to,
e.g., the most reliable implementations of the generalized
Born model.

Conclusion
The polarizable pseudoparticle solvent model can be con-
sidered as the simplest possible particle-based model of a
polar solvent. The particles induced dipoles do not see each
other so that no self-consistent resolution is needed, and the
solvent-solvent interactions are reduced to short-range
(Lennard-Jones-like) interactions. When implemented in a
molecular dynamics algorithm, this solvent model provides
a fast and efficient way to simulate proteins and nucleic acids
structures and dynamics as well as both the thermodynamic
and structural aspects of their hydration. It makes it possible
to reproduce the fine three-dimensional structures of bio-
molecules in agreement with experimental observations. For
all studied biomolecules we observed a very good correlation
between the electrostatic solvation free energy estimated with
the PPP model and those accurately calculated with the
Poisson-Boltzmann equation. This result allows for confi-
dence for future investigations with the PPP model of the
hydration influence on protein-protein or DNA-protein
association specificity. Here, however, a careful comparison
to experimental data and to available explicit water MD
simulations results will be needed. Moreover, despite the
absence of hydrogen bonds in the PPP solvent model,
preferentially hydration sites of nucleic acids experimentally
identified were correctly reproduced with our particle-based
model, therefore adding some molecular information about
hydration.

This study also reveals the unclear behavior of sodium
counterions during the nucleic acids simulations due to their
slow equilibration. To investigate more accurately the
particular role of counterions in the structure and dynamics
of highly charged solutes, an extension of our PPP model to
include the ions implicitly in the model is currently ongoing.
This will be done by adding on each solvent pseudoparticle
a partial charge that will be determined at each MD step
based on the minimization of a polarization and ionic density
free energy functional equivalent to the Poisson-Boltzmann
equation.

At the end, our PPP model can provide an interesting
alternative to MM-PBSA, MM-GBSA, or PDLD/S-SLRA
calculations since the electrostatic free energies are estimated
“on-the-fly”, as the MD trajectories of the system are
propagated. The hydrophobic surface free-energy contribu-
tion can be easily evaluated on the fly too, using standard
(and fast) algorithms. It could be also estimated by defining
an average of the solvent particle density over short time

windows and an appropriate density free-energy functional.
This approach is under study.
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Abstract: The effect of the resistance mutations A156T, D168V, and D168Q in HCV protease

on the binding of SCH 6, SCH 503034, VX-950, BILN-2061, and compound 1 was evaluated

using the free energy perturbation (FEP) approach. All the inhibitors are highly potent against

the wild-type enzyme, but their activity was affected differently by the mutants. A156T reduced

the activity of SCH 503034, BILN-2061, and VX950 drastically (200-1000-fold) but that of SCH

6 only moderately (27-fold). SCH 503034, SCH 6, and VX-950 were not affected by either

mutation D168V or D168Q, but these mutations conferred a high level of resistance to BILN-

2061. Comparison of BILN-2061 with its acyclic analogue compound 1 emphasized the

importance of inhibitor flexibility in overcoming drug resistance arising from the D168Q mutation.

The results from FEP calculations compared well with experimental binding potencies within an

error of <1 kcal/mol. Structural analysis was carried out to relate the resistance profiles to the

atomic changes in the mutants.

Introduction
Hepatitis C virus (HCV) is a positive-strand RNA virus of
the Flaviviridae family.1 Its genome is translated into a
polyprotein of∼3000 amino acids in infected cells.2-4 HCV
is a major cause of non-A-non-B hepatitis, which can lead
to mortality through either cirrhosis-induced hepatic failure
or hepatocellular carcinoma. About 170 million individuals
worldwide are chronically infected. Currently, the only
therapeutic regimens are subcutaneous interferon-R or PEG-
interferon-R alone or in combination with oral ribavirin.5

As in the case of human immunodeficiency virus (HIV),
most efforts to develop antiviral agents for HCV have
focused on the inhibition of the key viral protease, helicase,

and polymerase enzymes.6 The serine protease of HCV
comprises the N-terminal domain of the NS3 protein and
the NS4A cofactor. It is responsible for proteolytic cleavage
at the NS3/NS4A, NS4A/NS4B, NS4B/NS5A, and NS5A/
NS5B sites of the nonstructural region of the encoded
polyprotein and is essential for viral replication.7 The NS3/
NS4A serine protease has been the most extensively studied
HCV target.8

As in the case of other viruses, the emergence of drug
resistance is a major concern in the development of HCV
antiviral therapy. During emergence of escape variants, pre-
existing minor viral species resistant to the selected drug will
gain a growth advantage over the existing wild-type viral
population and rapidly become the dominant genotype.
Recently the NS3 protease inhibitors BILN-2061 and VX-
950 have been reported to reduce viral loads in proof-of-
concept clinical trials.9-11 SCH 503034 has also advanced
to clinical studies.12
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Protease resistance mutations have been identified by
culturing replicon cells in the presence of these and additional
inhibitors.11,13-16 Losses of inhibitor potency have been
quantitated,17,18 and these are summarized in Table 1. The
A156T mutation is a major determinant of resistance to
BILN-2061, VX-950, and SCH 503034 with increases inKi

or Ki* of 200-1000-fold. In contrast, SCH 6 was still
relatively potent against this mutant with only a 27-fold
increase inKi*. Only BILN-2061 was sensitive to mutations
of D168 with increases of 260-fold for D168V and 70-fold
for D168Q.

In an attempt to elucidate the variations in drug resistance
for different HCV protease inhibitors, free energy perturba-
tion (FEP) simulations19,20 were carried out to study the
effects of the two dominant mutations A156T and D168V
on the binding of SCH 6, VX-950, BILN-2061, and SCH
503034. In addition, FEP simulations were performed to
compare the effects of the D168Q mutation on the binding
of BILN-2061 and its acyclic analogue compound 1.15 This
variant occurs in the genotype 3 virus and has been found
to have a major impact on the binding of BILN-2061 but
does not affect compound 1 or VX-950.13 Structures from
the simulations were analyzed to investigate relationships
between the atomic changes of the mutations and the different
resistance profiles of these inhibitors.

Materials and Methods
Theory. The FEP method is a general computational
approach to determine relative binding free energies.19-21

It is a thermodynamically rigorous method that is cap-
able of fine structural and energetic distinctions (e.g.,∆A<1

kcal/mol) in favorable cases. FEP is based on a thermody-
namic cycle as depicted in Figure 1 for our mutational
studies. Since free energy is a function of state only, the
following relation holds for inhibitori

Ηere ∆Ai
wt and ∆Ai

mut are the free energy of binding of
inhibitor i to the wild-type and mutant enzymes, respectively,
and∆Ai

wt->mut and∆Awt->mut are the changes in free energy
upon mutation in the presence and absence of inhibitori.
When applying eq 1 to both inhibitorsi andj, we obtain the
following equation

Table 1. Chemical Structure and Experimental Fold Increase in Binding Activities Ki (or Ki* To Indicate Covalent Bond) of
HCV Protease Inhibitors upon Mutations A156T, D168V, and D168Qa

mutation SCH 6 SCH 503034 VX-950 BILN-2061 compd1

A156T 27 400 390 1000
D168V 0.4 1 0.4 260
D168Q 1 1 70 2

a The data were obtained in-house using the assay described.31

Figure 1. Schematic representation of the thermodynamic
cycle. i.wt and i.mut represent inhibitor i bound to the
wild-type and mutant enzymes, respectively. i+wt and
i+mut indicate inhibitor i and the enzyme in the unbound
state.

∆Ai
mut - ∆Ai

wt ) ∆Ai
wt->mut - ∆Awt->mut (1)
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The left-hand side of eq 2, defined to be the relative
resistance binding energy∆∆A, is the difference in binding
energy between inhibitorsi andj upon mutation and is related
to the experimentally observedKD values as

where KD(i_mut) and KD(i_wt) are the experimentally
observed binding constant for inhibitori with mutant and
wild-type enzyme, respectively. In this work, the binding
constant is denoted asKi and Ki*. Ki is the dissociation
constant for the inhibitor-enzyme complex exactly analo-
gous toKD as the dissociation constant for the protein-ligand
complex. Ki* is simply an indication that there are two
apparent stages to inhibitor binding: one fast and a second
slower.Ki* represents the overall dissociation constant for
the inhibitor-enzyme complex.

From eq 2, the relative resistance binding energy can also
be expressed as

where∆Ai
wt->mut and ∆Aj

wt->mut represent the free energy
change upon mutation of the wild-type to mutant enzymes
in the presence of inhibitorsi andj, respectively. While the
quantities on the left side of eq 2 are computationally
challenging, ∆Ai

wt->mut and ∆Aj
wt->mut can be obtained

through FEP calculations by slowly transforming the wild-
type to the mutant enzyme or vice versa.

It is noteworthy that computationally one could mutate
either the inhibitor or the protein. However, since the
structure of the inhibitors under study differ significantly,
we have chosen to mutate the protein side chains; specifi-
cally, T156 (mutant) was mutated to Ala (wild-type) and
D168 (wild-type) was mutated to either Val or Gln(mutant),
in the presence of the inhibitor. In general, mutation from a
bulkier to a smaller side chain is preferred computationally,
as in the case of T156 to Ala. However, since D168 is
situated at the surface of the protein and is solvent exposed,
it is less important as to the order of the mutations.

To perform FEP calculations, the wild-type (or mutant)
enzyme is converted to the mutant (or wild-type) through a
series of theoretical intermediate states by using a coupling
parameterλ (0<λ<1). To overcome sampling problems,
simulations with different values ofλ have to be performed.
The free energy changes for all theλ intervals are added
together to obtain the overall free energy change. As a rule
of thumb, the free energy change for eachλ interval should
be less than 2RT (R ) gas constant,T ) temperature) to
ensure adequate sampling.19 Of course, this also depends on
the length of the simulation.

Model Building and Simulation Details. The X-ray
coordinates for the A156T mutant complexed with SCH
503034 are available in-house (PDB file in preparation).
Compared with the inhibitor binding to the wild-type
enzyme,22 the P2 and P3 backbone atoms of the inhibitor

have moved away from T156. This is caused by the crowding
in that region due to the mutation of A156 to the bulkier
Thr residue. This A156T mutant protein structure was used
as a starting point for all the A156T calculations. The
coordinates of inhibitor SCH 6 were built using SCH 503034
as template. The remaining P1′ and P2′ residues of the
inhibitor were modeled based on the crystal structure of this
compound binding to the wild-type enzyme (PDB ID 2FM2).
The coordinates were then optimized in the A156T mutant
protein active site. Similarly, VX-950 was modeled based
on SCH 503034, incorporating the binding mode information
of an available peptide compound which has the same
N-terminal cap (PDB ID 1RGQ). The coordinates of BILN-
2061 were obtained from the crystal structure of BILN-2061
complexed with the wild-type enzyme determined in-house.
For the D168V and D168Q mutations, the initial coordinates
of SCH 503034 were taken from the crystal structure of the
inhibitor complexed with the wild-type enzyme.22 The
coordinates of compound 1 were modeled based on the
crystal structure of BILN-2061 by removing the P1-P3
macrocycle, modifying the P1 and P3 side chains, and
modifying the N-terminal cap. Figure 2 illustrates the binding
modes of the inhibitors.

The force field parameters for standard protein residues
available in Quanta CHARMM23 were used. For the non-
standard residues of the inhibitors, atomic charges were
assigned consistent with comparable standard residues. Other
missing parameters such as bond and torsion angles were
assigned by comparison with the parameters involving similar
atom types.

The X-ray structures of protease-inhibitor complexes
indicate that there is no notable movement in the active site
upon inhibitor binding except for a few flexible side chains.
Therefore, harmonic restraints were imposed on selected

(∆Aj
mut - ∆Aj

wt) - (∆Ai
mut - ∆Ai

wt) )

∆Aj
wt->mut - ∆Ai

wt->mut (2)

∆∆A ) RT[lnKD(j_mut)/KD(j_wt)] -
RTln[KD(i_mut)/KD(i_wt)] (3)

∆∆A ) ∆Aj
wt->mut - ∆Ai

wt->mut (4)

Figure 2. Three-dimensional structures of SCH 503034, SCH
6, VX-960, and BILN-2061 binding to the HCV NS3-NS4A
protease. The inhibitors are represented as stick models. Two
resistance mutations at A156 (cyan) and D168 (yellow) are
colored. R155 which shows a large conformational change
upon binding of BILN-2061 is colored purple.
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atoms to prevent unrealistic movement during long dynamics
simulations. For residues that are more than 10 Å away from
the mutation center, a harmonic restraint with force constant
1.0 kcal/mol-Å2 (mass weighted) was applied to both the
side chain and backbone heavy atoms of the protein. The
same harmonic restraint was also applied to the protein
backbone atoms within 10 Å of the inhibitor. No restraint
was imposed on those side chains that have at least one atom
within 10 Å of the inhibitor heavy atoms. A weak harmonic
restraint (0.05 kcal/mol-Å2, mass weighted) was found to
be necessary to maintain the observed binding mode for the
P2 group of BILN-2061. This mobility of the P2 group may
be due to the shallowness of the S2 binding pocket. For
consistency, the same restraint was imposed on all the
inhibitor heavy atoms.

FEP simulations of the solvated protein-ligand complex
were carried out using CHARMM.24 A total of 11λ windows
for A156T and 38 windows for either D168V or D168Q were
used with double-wide sampling. The free energy change
within eachλ interval was less than 2RT (∼1.5 kcal/mol).
The protein-inhibitor complex contained 181 residues from
NS3 and 14 residues from NS4A plus the inhibitor. The
system was centered at the site of mutation. A cap of TIP3P
waters was added to fill the space in a 24 Å sphere.25 The
hydrogen atoms were built using CHARMM. During the
dynamics simulations, the system temperature was main-
tained at 300 K. The velocities were reassigned every 200
steps using a Gaussian distribution if the temperature during
this period was outside the target 300 K( 10 K. Bonds
involving hydrogen atoms were constrained using the
SHAKE algorithm.26 The time step of the simulation was
1.5 fs. A cutoff of 11 Å was used for nonbonding interactions
(electrostatic and van der Waals). A solvent boundary force
was used to retain the water molecules.27 The system was
equilibrated for 30 ps followed by 45 ps of data collection
for eachλ window, and the data were recorded every 10
time steps.

Results and Discussion
FEP simulations on four inhibitors were performed for the
A156T mutation. The computational results are reported as
relative resistance binding energies∆∆A using SCH 6 as
the reference inhibitor (Table 2). SCH 6 was predicted to
be least sensitive to the mutation followed by VX-950, BILN-
2061, and SCH 503034 with∆∆A values ranging from 0.8
to 1.3 kcal/mol. Multiple simulations performed on SCH 6
and VX-950 indicate that the computational statistical error
is about 0.5 kcal/mol. For comparison with the computa-
tions, experimental fold increase ratios were converted to
∆∆As using eq 3. For SCH 503034, experimental and FEP
∆∆As agree within 0.3 kcal/mol, while the experimental
values were underestimated by 0.8 and 0.9 kcal/mol for
VX-950 and BILN-2061, respectively. All three values agree
within the generally accepted precision estimate for FEP of
∼1 kcal/mol.

For mutations of D168, efforts were focused on BILN-
2061 because of its sensitivity to these mutations, while none
of the other inhibitors are affected significantly. For D168Q,
compound 1 was used as reference to permit a direct

comparison of the impact of the macrocycle. For D168V,
lacking experimental data for compound 1, SCH 503034 was
used as reference due to the availability of its crystal
structure. Note that the mutations D168V and D168Q are
computationally more challenging because the perturbation
of the side chain involves a net change in charge and
therefore requires the use of a large number of intermediate
states (λ windows) for good convergence. Thus, a total of
38 windows were needed to map the wild-type to the mutant
enzyme, compared to 11 windows for the A156T mutation.
Nevertheless, computed∆∆As agree well with experimental
values differing by 0.5 and 0.3 kcal/mol for D168V and
D168Q, respectively.

The structural models suggest some factors that contribute
to different resistance profiles for the various inhibitors. As
in the case of all peptidic, active site inhibitors of HCV
protease, there is a network of hydrogen bonds between the
backbone atoms of the protease and the inhibitors connecting
antiparallelâ-strands. Three hydrogen bonds are common
to the inhibitors of this study, namely, P1 NH-R155 CO,
P3 CO-A157 NH, and P3 NH-A157 CO. Additional
hydrogen bonds are formed between the P4 cap CdO of
VX-950 and the NH of C159 and P2′ NH of SCH 6 and the
carbonyl of T42. Bordering the S2 and S4 pockets, the A156
side chain is in van der Waals contact with the P2 and P3
cap (or P4 for VX-950) groups of the inhibitors. Mutation
of A156 to the bulkier Thr causes crowding in that region.
As observed in the crystal structure of SCH 503034 com-
plexed with the A156T mutant, the P2-P3 cap backbone
atoms shifted away from T156 to avoid crowding (Figure
3). This backbone movement of the inhibitors was also
observed in our simulations. This results in weaker hydrogen
bonding interactions for both P3 CO-A157 NH and P3
NH-A157 CO. The inhibitor side chains in this region are
also crowded. For example, T156 would crowd the P4
cyclohexyl group of VX-950. In turn, the movement of this
group would affect inhibitor binding to the S4 and S5
subsites. For BILN-2061 backbone crowding at P2 by T156
would also shift the large P2 side chain, interfering with
cation-π interactions between the P2 group and the S2 region
of the enzyme to reduce binding affinity. The rigidity of the
BILN-2061 macrocycle may also reduce the inhibitor’s

Table 2. Relative Resistance Binding Energies (kcal/mol)
upon Mutations A156T, D168V, and D168Qb

mutation SCH 6 SCH 503034 VX-950 BILN-2061 compd 1

A156T
experiment 0.0 1.6 1.6 2.1
FEP 0.0a 1.3 0.8a 1.2
D168V
experiment 0.0 3.3
FEP 0.0 2.8
D168Q
experiment 2.1 0.0
FEP 2.4 0.0

a For SCH 6 and VX-950, multiple simulations were performed,
and the average values were used. The original data are SCH 6 )
(-0.9, 0.1, 0.3, 0.5), VX-950 ) (0.4, 1.2). b SCH 6, SCH 503034,
and compound 1 are used as references for the A156T, D168V, and
D168Q mutations, respectively.
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ability to adapt to changes in the enzyme surface. On the
other hand, crowding with the N-terminal cyclopentyl cap
could be minimized because of the flexibility of this end of
the inhibitor. For SCH 6, decreased binding in the nonprime
regions as in SCH 503034 is partially compensated by
binding of the C-terminal extension in the P1′ and P2′ sites.

D168 forms salt bridges with the side chains of R123 and
R155. As part of the S4 pocket, its methylene group makes
van der Waals contacts with thetert-butyl group of SCH
503034, cyclopentyl group of BILN-2061, and the P4
cyclohexyl-glycine of VX-950. Based on the structural
models, the mutation D168V is not expected to cause steric
conflicts. However, as observed in an earlier report,12 this
D168V substitution results in the loss of salt bridge interac-
tions with the R155 side chain which in turn makes extensive
contacts with the large P2 group of BILN-2061 (Figure 4).
The conformation of R155 in the crystal structure of the
BILN-2061-protease complex is no longer energetically
favored in the D168V mutant due to the lack of stabilizing
interactions. Furthermore, the P2 quinoline group of BILN-
2061 would conflict with an alternative conformation of
R155 that features a R155-D81 salt bridge as observed in
the structures of other inhibitors and the apoprotease.28 In
contrast, SCH 6, SCH 503034, and VX-950 are compatible
with this conformation of R155 in the D168V mutation.

Compared to D168V, the D168Q mutation affects the
binding of BILN-2061 to a lesser extent, decreasing the
binding affinity by only 70 versus 260-fold. This could be

explained by the fact that the side-chain carbonyl oxygen of
Q168 can still hydrogen bond with the guanidinium group
of R155, therefore partially compensating for the loss of the
D168-R155 salt bridge interactions to maintain a population
of the R155 similar to that in the complex of BILN-2061
and the wild-type enzyme. However, either the difference
in this R155 conformation or its lower population causes a
70-fold loss of potency in the D168Q mutant. Apparently,
the greater flexibility of the acyclic analogue compound 1
allows it to compensate for these differences. Similar to the
D168V mutation, SCH 503034, SCH 6, and VX-950 would
not be affected by the mutation D168Q. In another study of
genotype specificity, it was observed that the D168Q
mutation has no impact on the binding of a set of peptide
inhibitors.29

In terms of simulations, it is noteworthy that in an earlier
work evaluating the effect of P1 substitutions of a product
inhibitor on the binding affinity to the HCV protease,30 no
restraint was imposed on the inhibitor, unlike the current
work in which a weak constraint was necessary to restrain
the inhibitor near its binding conformation. Generally speak-
ing, adding restraints to the inhibitor limits the exploration
of alternative binding modes, if any. For the current
inhibitors, alternative conformations are unlikely since the
backbone conformation is defined by the consensus network
of hydrogen bonds. Fixing the backbone leaves little con-
formational freedom for the side chains except for the P2
groups of BILN-2061 and compound 1.

Conclusions
Employing an all-atom molecular representation of the
system with explicit solvent, the FEP method was used to
quantify the effect of mutations A156T, D168V, and D168Q
in HCV protease on the binding of SCH 6, SCH 503034,
VX-950, BILN-2061, and compound 1. All the inhibitors
display high potency against wild-type enzyme, but the
mutant enzymes are resistant to one or more of the inhibitors.
The computed relative resistance energies for the inhibitors
agree well with experimental values. Structural analysis
identified atomic interactions that allowed each mutant
enzyme to be resistant to one or more inhibitors. These results
coupled with further FEP calculations and analysis could
guide design of inhibitors less susceptible to escape mutants.
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Abstract: The conformational space of N-methoxy-N-methylacetamide [CH3-CO-N(OCH3)-

CH3, NMA-NOM] and its boron isostere [CH3-CO-B(OCH3)CH3, BMA-BOM] has been studied

at the HF, B3LYP, and MP2 levels of theory with the 6-31+G* basis set. The minima, saddle

points, and rotation barriers on the PES of these molecules have been located, and the energy

barriers estimated. The omega rotation barrier is relatively lower in the boron isostere than in

NMA-NOM. The difference in the rotation barrier has been attributed to second-order orbital

interactions, like negative hyperconjugation, as revealed by NBO calculations. As an extension,

N-acetyl-N′-methoxy-N′-methylamide of alanine (Ala-NOM) and its boron isostere (B-Ala-BOM)

have been adopted as model peptides to study the conformational preferences about the φ and

ψ torsion angles. The study reveals a strong preference for conformations of type-V beta turn

and left-handed R-helix for Ala-NOM. B-Ala-BOM, on the other hand, favors conformations of

type-Va beta turn, mirror image of Poly-L-Pro II helix, and structures with positive φ and extended

ψ. The replacement of nitrogen by boron changes the electronic and conformational properties

of the peptide, extends greater flexibility around the omega angle, induces a strong preference

for positive phi values, and shifts the site of nucleophilic attack from the carbonyl group to boron.

Introduction
The biological effects of peptides and proteins are governed
by their conformations. The values of the three backbone
torsion anglessomega(ω), phi (φ), andpsi (ψ)sdictate the
secondary structure and hence the conformations of peptides.1

Most natural peptides adoptω with 180° (trans), and
occasionally,ω assumes 0° (cis) for peptides with the Xxx-
Pro and Xxx-Gly motifs.2 The φ and ψ values in natural
peptides and proteins are restricted to the allowed regions
of the Ramachandran map.1 Peptides form an important area
of therapeutics,3 e.g. insulin, gastric inhibitory polypeptide,
substance P, thyrotropin releasing hormone, gastrin, growth
hormone, bradykinin, etc. have important therapeutic ap-
plications. The advantages of using peptides as therapeutic
agents are their high potency, selectivity, and specificity. The
major obstacle is oral delivery due to degradation at the
“scissile” amide bond. This is the reason peptides like insulin

and thyrotropin cannot be given orally and have to be
administered parenterally.

The major challenges in peptide therapeutics are confering
potency, specificity, and selectivity to peptides designed from
natural analogues for certain biological end points. Modifica-
tions of the amide bond and isosteric/bioisosteric replace-
ments have been explored to address issues like selectivity
toward a particular protein target, improving binding affinity,
and stability toward proteolytic enzymes. N-Methylation;4

N-hydroxylation;5 replacement of the amide bond by sul-
fonamide, phosphonamidate, and carbamate;6,7 reduction of
the amide bond; inversion of stereochemistry at the alpha
carbon; isosteric replacement of the carbonyl carbon with
boron (peptide boronic acid8,9); and isosteric replacement of
the alpha carbon with boron (ammonia-carboxyboranes10-12)
have been reported as techniques to explore new peptide
conformations and to design proteolytically stable, “druglike”
molecules.
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We had reported for the first time a boron isostere of the
amide nitrogen in peptides (Figure 1,1A and1B) and had
studied theω, φ, andψ preferences by ab initio and density
functional methods.13,14 These molecules were designed as
plausible serine protease inhibitors. The replacement of
nitrogen with boron leads to two new characteristics: a
preference of theω angle for 90°, in contrast to 180° or 0°
for natural peptides; and second, conformations that lie in
the “disallowed regions” (positiveφ angles) of the Ram-
achandran plot. These peptides also exhibit greater flexibility
around theω angle. However, these boron analogues are
synthetically challenging. In a subsequent paper,15 we had
studied hydroxy derivatives of boron (Figure 1,2B) which
are counterparts of theN-hydroxy derivatives of natural
peptides (Figure 1,2A). The acylhydroxyboranes (Figure 1,
2B) are more accessible synthetically than the acylboranes13

(Figure 1,1B) designed earlier.
Another group of peptides are theN-methyl analogues

(Figure 1, 3A) which are seen naturally in sarcosine,
actinomycin D, cyclosporin, etc.16,17 and have also been
exploited synthetically with the aim of imparting specific
secondary structures (R-helix) to peptides.18 The boron
analogues of theN-methyl peptides are represented by3B
in Figure 1. However, from a synthetic standpoint, the
methoxy derivatives (Figure 1,4B) are much more accessible
and stable over3B. N-methoxy peptides (Figure 1,4A) have
received little attention from theoretical and experimental
chemists and could offer new approaches of modulating the
peptide backbone in novel folds.

In this paper, we look at theω, φ, andψ preferences of
N-methoxy peptides (Figure 1,4A) and their boron isosteres
(Figure 1,4B), by ab initio and density functional methods.
To understand the preferences for the ‘ω angle’ in such
peptides,N-methyl-N-methoxyacetamide (NMA-NOM, Fig-
ure 2 5A) and acetylmethylmethoxyborane (BMA-BOM,
Figure 25B) have been established as models for4A and

4B, respectively.N-Acetyl-N′-methoxy-N′-methylamide of
alanine (Ala-NOM, Figure 14A) and its boron isostere (B-
Ala-BOM, Figure 14B) have been adopted as models to
study the φ and ψ distribution of such peptides. The
hypersurfaces of NMA-NOM (Figure 2,5A) and BMA-BOM
(Figure 2,5B), with their associated ground and transition
states, and the ground states of Ala-NOM (Figure 1,4A)
and B-Ala-BOM (Figure 1,4B) have been mapped by ab
initio Hartree-Fock (HF), density functional, and post-HF
methods. Second-order orbital interactions by natural bond
orbitals (NBO) method was also carried out to understand
the fundamental differences in the structures of theN-
methoxy peptides and their boron isosteres.

Computational Details
Ab initio molecular orbital19 and density functional theory20

calculations have been carried out using the Gaussian03W21

(revision C.01) package running on a Pentium III processor
with 512 MB RAM. The stability of all wave functions was
checked at the HF,22 Becke’s three parameter exchange
functional and the gradient corrected functional of Lee, Yang,
and Paar (B3LYP)23-25 and second-order Møller-Plesset
MP2 (full)26,27 level of theory using the 6-31+G* basis set.

The atom labels for NMA-NOM (Figure 2,5A) and BMA-
BOM (Figure 2,5B) are listed in Figure 2, and the two
torsion angles,ω andτ, are defined as shown in Figure 1.
In NMA-NOM, the methoxy moiety can adopt two confor-
mations around the N-O bond. In the first, the two lone
pairs of electrons of O are bothsyn-clinaland in the second,
bothanti-clinal with respect to the lone pair of electrons on
N. This has been observed from a conformational search of
methoxyamine by ab initio calculations. These initial two
conformations around the N-O bond in NMA-NOM were
chosen, and for each such arrangement ofτ, a scan in
increments of 30° of the ω torsion angle was carried out at
the HF/6-31+G* level of theory. Conformations with anω
value of 30° and 210° were found to be the lowest in energy.
Now, for each conformation withω value of 30° and 210°,
respectively, aτ scan in increments of 30° was run at the
HF/6-31+G* level of theory. The minima and saddle points
for rotations about theω andτ torsions were thus identified.
All these conformations were further optimized at the B3LYP
and MP2 levels of theory with the same basis set, and the
conformations were confirmed by frequency calculations,
which returned one imaginary frequency for each transition
state and all positive frequencies for each ground state. The

Figure 1. Structures of natural and the corresponding boron
peptides.

Figure 2. Structures and atomic numbering of NMA-NOM
and BMA-BOM.
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MP2/aug-cc-pVDZ calculations were carried out on all
minima and transition states optimized at the MP2/6-31+G*
level of theory.

A similar strategy was adopted for probing the confor-
mational space of BMA-BOM. The methoxyborane moiety
has a planar conformation, and the resultingτ angles in
BMA-BOM are either 0° or 180°. The two BMA-BOM
conformations withτ values of 0° and 180° were each
examined by anω scan in increments of 30° at the HF/6-
31+G* level of theory. With aτ value of 0°, structures with
ω of 60°/-60° were found to be the minima, while with a
τ value of 180°, the structure withω of 180° was found to
be the minimum. The two conformations withω values of
60° and 180° were then evaluated by aτ scan in increments
of 30° at the HF/6-31+G* level of theory. The minima and
saddle points for rotations around theω andτ angles were
thus located. All these structures were further optimized at
the B3LYP and MP2 levels of theory using the 6-31+G*
basis set and the minima and saddle points confirmed by
frequency calculations. The MP2/aug-cc-pVDZ calculations
were carried out on all minima and transition states optimized
at the MP2/6-31+G* level of theory.

The NBO28-30 analysis was carried out on the minimum
energy structures of NMA-NOM (Figure 2,5A) and BMA-
BOM (Figure 2,5B), optimized at the MP2(full)/6-31+G*
level, to quantitatively estimate the second-order interactions
asEij ) -2Fij / ∆Eij, whereEij is the energy of the second-
order interaction;∆Eij ) Ei - Ej is the energy difference
between the interacting molecular orbitalsi andj; andFij is
the Fock matrix element for the interaction between orbitals
i andj. The “atomic partial charges” of the global minimum
of NMA-NOM (5A) and BMA-BOM (5B), optimized at the
MP2(full)/6-31+G* level, were calculated using natural
population analysis (NPA) as implemented in NBO and
additionally by the ‘ESP fit’ method formulated by Merz,
Singh, and Kollman.31

For Ala-NOM (Figure 1,4A), the minima in theφ andψ
space was searched starting with two different conformations
for ω and τ as identified (Table 1) previously for NMA-
NOM (5A). This corresponds to structures withω ) 202°;
τ ) 120° andω ) 34°; τ ) 92°. For each (ω, τ) pair, 144
conformations were generated with 30° increments of the
φ, ψ dihedrals. Each conformation was geometry optimized

first at the HF/3-21G level of theory with “constraints” on
the initial φ, ψ angles. A Ramachandran map of the 144
conformations was constructed, and conformations within
5.0 kcal/mol of the global minimum were identified. These
low-energy conformations were further optimized without
constraints at the B3LYP/6-31+G* level of theory. A similar
study was carried out for B-Ala-BOM (4B) with the starting
(ω, τ) pairs of (67°, 0°) and (165°, 181°).

Results and Discussion
All wave functions for molecules4A, 4B, 5A, and 5B
(Figures 1 and 2) were found to be stable under the
perturbations considered at the HF, B3LYP, and MP2 levels
of theory.

Minima and Saddle Points of NMA-NOM (5A). For
NMA-NOM (5A) besides the global minimum (GM), there
is also a local minimum (LM) at 2.7 kcal/mol of the GM.
For each structure, several transition states (TS) for rotation
about theω angle exists. The geometries of these TS depend
on the state of the pyramidal amide nitrogen, i.e. the lone
pair of electrons on nitrogen may either be directed down-
ward which is labeled as ‘pyramidal up’, or the lone pair of
electrons on nitrogen may be positioned upward which is
labeled as ‘pyramidal down’. This is further complicated by
the orientation of the two lone pairs of electrons on the
methoxy oxygen relative to the lone pair on the amide
nitrogen. In all, four transition states can be identified for
‘ω rotation’ taking into consideration all positions of the lone
pair of electrons on the amide nitrogen and methoxy oxygen
atoms.

Further, proceeding from the GM and LM structures four
TS corresponding to rotation about theτ angle have been
identified. The transition statesτTS1 and τTS2 are the
rotation barriers for theτ angle in the GM, while the
transition statesτTS3 andτTS4 are for the LM. In summa-
tion, a total of eight TS have been identified on the potential
energy surface of NMA-NOM (5A). The energies of the
minima and TS at the HF, B3LYP, and MP2 levels of theory
are listed in Table 1. The geometries of the minima and TS
have been pictorially depicted in Figure 4, and the geo-
metrical data (bond lengths, bond angles, and torsion angles)
are given in Table 3.

Table 1. Energies (au) and Relative Energies (kcal/mol) of Various Minima and Transition States on PES of NMA-NOM
(5A)d

HF/6-31+G* B3LYP/6-31+G* MP2/aug-cc-pVDZ//MP2/6-31+G*

NIMAG PG aua relb aua relb au relb ωc τc

minima GM 0 C1 -360.692065 0.0 -362.8731751 0.0 -362.0266299 0.0 202 121

LM 0 C1 -360.686262 3.6 -362.8679049 3.3 -362.0222521 2.7 34 92

ω rotation transition state (TS) ωTS1 1 C1 -360.670192 13.7 -362.8497351 14.7 -362.0053375 13.4 124/-124 127/-127

ωTS2 1 C1 -360.662019 18.8 -362.8434716 18.6 -361.9990177 17.3 117/-117 -74/74

ωTS3 1 C1 -360.669763 14.0 -362.8499436 14.6 -362.0062633 12.8 41/-41 -104/104

ωTS4 1 C1 -360.649892 26.5 -362.8330564 25.2 -361.9889636 23.6 49/-49 88/-88

τ rotation TS τTS1 1 C1 -360.674862 10.8 -362.8597467 8.4 -362.010931 9.9 -165 -151

τTS2 1 C1 -360.661238 19.3 -362.8492256 15.0 -362.0017625 15.6 179 21

τTS3 1 C1 -360.663241 18.1 -362.8492949 15.0 -362.0028588 14.9 32 -148

τTS4 1 C1 -360.669256 14.3 -362.8552055 11.3 -362.0073941 12.1 19 6
a Zero-point vibrational energy corrected values. b Relative energy in kcal/mol. c Torsion angle in degrees. d NIMAG ) number of imaginary

frequency, PG ) point group, GM ) global minimum, LM ) local minimum.
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All structures exhibitC1 symmetry. There is a small
increase of about 0.06-0.07 Å in the C(O)-N bond length
in the transition states for rotation about theω angle
compared to the two ground states (GM and LM). Kosturk-
iewicz et al.32 have reported the X-ray crystal structure of
N,N-di-tert-butyloxycarbonyl-glycin-N′-methoxy-N′-methyl-
amide (Figure 3,6), and Kolter et al.33 have reported the
X-ray crystal structure of 2(S)-N-tert-butoxycarbonylamino-
N-methoxy-N-methylbutanamide (Figure 3,7). In both these
structures the NMA-NOM segment has close resemblance
to the GM of NMA-NOM. The geometric parameters of
these two structures have been compared in Table 4 with
the calculated parameters for NMA-NOM (5A). Thus, the
bond lengths and bond angles of NMA-NOM at the MP2-
(full)/6-31+G* level of theory are close to those in the crystal
structures mentioned above around theN-methoxy amide
region. Theω angle is found to be 202° and 34° in the global
and local minimum structures of NMA-NOM (5A), while
this torsion in N,N-dimethylacetamide34 (a model for N-
methyl peptides),N-methylacetamide35 (a model for natural
peptides), and in natural peptides and proteins is found to

be ca. 180° and ca. 0° for the corresponding global and local
energy minimum structures, respectively. The nitrogen in
NMA-NOM is pyramidal, while that in natural peptide is
planar. The deviation of amide bond from planarity in NMA-
NOM is a consequence of the electronegativity of the
hydroxy group attached to nitrogen in addition to the steric
effect of the methoxy group. The deviation in theω angle
in NMA-NOM (5A), from that found in natural peptides,
subsequently affects theφ, ψ distributions inN-methoxy
peptides. The transition states forω rotation in NMA-NOM
(5A) has a structural pattern in the amide bond (pyramidal
nitrogen with the lone pair of electrons eithersyn- or anti-
periplanar to the carbonyl group) similar to that seen in the
transition states forω rotation ofN-methylacetamide.36

Minima and Saddle Points of BMA-BOM (5B). The
potential energy surface of BMA-BOM (5B) is characterized
by two minimasthe global minimum (GM) and a local
minimum (LM); three transition states for rotation about the
ω angleωTS1 toωTS3; and one transition state for rotation
about theτ angle (τTS). Boron adopts a planar structure
unlike pyramidal for N in NMA-NOM (5A). The conforma-
tions of the ground and TS of BMA-BOM are shown in
Figure 5, and the absolute and relative energies at the HF,
B3LYP, and MP2(full) levels of theory with the 6-31+G*
basis set are given in Table 2. The GM, LM, and the structure
corresponding to the transition state forτ rotation (τTS)
exhibit aC1 symmetry, while all the three transition states
for ω rotation (ωTS1 to ωTS3) exhibit aCs symmetry. In
the ground-state structures, theω and τ values in the GM
are 165° and 181°, while in the LM they are 67° and 0°,
respectively. In comparison, theω andτ values in the GM
of NMA-NOM (5A) are 202° and 121° and in the LM they
are 34° and 92°, respectively. The minima of NMA-NOM
and BMA-BOM exhibit significant conformational differ-
ences. In the transition state forω rotation (ωTS1) theω
andτ angles have values of 0° and 180°; in ωTS2 they are
0° and 0°, while in ωTS3 they are 180° and 0°, respectively.
In the case of the transition state corresponding to rotation

Figure 3. Structures of BMA, BMAOH, NMAOH, and N-
methoxy peptides (6 and 7).

Figure 4. Ground and transition states of NMA-NOM (5A).

PES ofN-Methoxy Peptides J. Chem. Theory Comput., Vol. 2, No. 6, 20061667



of the τ angle (τTS), the values of both the torsion angles
(ω andτ) are∼90°.

The geometric parameters of the minima and all transition
states of BMA-BOM (5B) at the MP2(full)/6-31+G* level

of theory are given in Table 5. The changes in the bond
lengths from the ground to the TS are relatively small. Some
geometric parameters for alkylboranes, arylboranes, and
borane complexes have been reported, but there are no
experimental data for acylboranes such as BMA14 (Figure
3) and BMAOH15 (Figure 3). We had earlier reported the
geometry of BMA (Figure 3) which is the boron isostere of
N-methylacetamide, at the QCISD/6-31G* level of theory.14

The B-O bond length in BMAOH (Figure 3) is 1.356 Å in
the GM and 1.369 Å in the LM at the MP2(full)/6-31+G*

Table 2. Energies (au) and Relative Energies (kcal/mol) of Various Minima and Transition States on PES of BMA-BOM
(5B)d

HF/6-31+G* B3LYP/6-31+G* MP2/aug-cc-pVDZ//MP2/6-31+G*

NIMAG PG aua relb aua relb au relb ωc τc

minima GM 0 C1 -331.036343 0.0 -333.0720115 0.0 -332.2595155 0.0 165 181
LM 0 C1 -331.0346427 1.1 -333.0709604 0.7 -332.2583229 0.7 67 0

ω rotation TS ωTS1 1 Cs -331.029499 4.3 -333.0660019 3.8 -332.2536856 3.7 0 180
ωTS2 1 Cs -331.0321876 2.6 -333.0686721 2.1 -332.256573 1.8 0 0
ωTS3 1 Cs -331.0269482 5.9 -333.0637057 5.2 -332.251972 4.7 180 0

τ rotation TS τTS 1 C1 -331.0202402 10.1 -333.0542493 11.1 -332.237326 13.9 -98/98 85/-85
a Zero-point vibrational energy corrected values. b Relative energy in kcal/mol. c Torsion angle in degrees. d NIMAG ) number of imaginary

frequency, PG ) point group, GM ) global minimum, LM ) local minimum.

Table 3. Bond Length (Å) and Bond Angles (deg) of NMA-NOM (5A) Optimized at the MP2(full)/6-31+G* Level

parameter GM LM ωTS1 ωTS2 ωTS3 ωTS4 τTS1 τTS2 τTS3 τTS4

CC (1,2) 1.506 1.513 1.498 1.497 1.506 1.514 1.505 1.512 1.517 1.519
CO (2,3) 1.233 1.230 1.218 1.223 1.220 1.219 1.238 1.240 1.230 1.238
CN (2,4) 1.393 1.394 1.473 1.461 1.464 1.461 1.380 1.389 1.390 1.369
NC (4,5) 1.457 1.457 1.467 1.461 1.460 1.453 1.452 1.457 1.456 1.452
NO (4,6) 1.421 1.416 1.459 1.445 1.464 1.448 1.443 1.446 1.438 1.429
OC (6,7) 1.434 1.435 1.430 1.443 1.435 1.437 1.427 1.425 1.425 1.442
CCO (1,2,3) 123.5 122.7 125.3 124.7 123.5 121.2 123.3 119.7 122.1 121.0
CCN (1,2,4) 116.3 115.3 112.4 112.3 118.2 120.7 116.3 121.3 115.0 114.5
CNC (2,4,5) 118.6 122.4 109.6 112.0 114.4 116.3 119.6 117.1 121.4 125.1
CNO (2,4,6) 113.2 113.2 103.6 108.0 101.1 106.8 112.0 126.2 109.6 124.7
CNO (5,4,6) 111.1 108.3 105.7 112.5 105.4 113.5 120.1 104.2 118.2 105.0
NOC (4,6,7) 108.7 109.1 107.2 117.5 107.4 116.7 114.7 119.0 115.6 119.0
CCNC (ω) (1,2,4,5) 202.5 33.6 124.1 116.7 41.0 48.4 195.0 179.4 31.7 18.6
CCNO (1,2,4,6) 335.3 166.0 236.5 241.0 288.3 280.7 343.5 315.1 175.3 169.0
CNOC (τ) (2,4,6,7) 121.1 92.2 127.0 285.8 255.7 88.3 209.3 20.9 212.0 6.4
OCNC (3,2,4,5) 25.2 209.3 304.0 296.0 218.8 227.0 18.4 8.9 207.7 294.8

Table 4. Geometric Parameters of GM of NMA-NOM at
the MP2(full)/6-31+G* Level of Theory and X-ray Crystal
Structures of N,N-Di-tert-butyloxycarbonyl-glycin-N′-
methoxy-N′-methylamide and 2(S)-N-tert-
Butoxycarbonylamino-N-methoxy-N-methylbutanamide

parameter GM

N,N-di-tert-butyl-
oxycarbonyl-glycin-

N′-methoxy-N′-
methylamide (6)

2(S)-N-tert-butoxy-
carbonylamino-N-

methoxy-N-methyl-
butanamide (7)

CC (1,2) 1.506 1.505 1.530

CO (2,3) 1.233 1.212 1.223

CN (2,4) 1.393 1.351 1.357

NC (4,5) 1.457 1.450 1.453

NO (4,6) 1.421 1.390 1.404

OC (6,7) 1.434 1.418 1.453

CCO (1,2,3) 123.5 123.2 123.2

CCN (1,2,4) 116.3 115.3 116.4

CNC (2,4,5) 118.6 124.0 123.5

CNO (2,4,6) 113.2 115.7 117.8

CNO (5,4,6) 111.1 115.4 114.3

NOC (4,6,7) 108.7 110.7 109.7

CCNC (ω) (1,2,4,5) 202.5 191.6 200.61

CCNO (1,2,4,6) 335.3 344.7 354.3

CNOC (τ) (2,4,6,7) 121.1 114.1 109.7

OCNC (3,2,4,5) 25.2 12.1 17.6

Figure 5. Ground and transition states of BMA-BOM (5B).
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level of theory.15 The B-O bond length in BMA-BOM (5B)
is found to be 1.362 Å in the GM and 1.358 Å in the LM
structures (Table 5) at the MP2(full)/6-31+G* level of
theory. The B-O bond length, reported in the literature for
a range of organic and inorganic boron containing molecules,
varies from 1.34 to 1.42 Å (average 1.38 Å) for boron with
trigonal planar geometry and 1.39 to 1.52 Å (average 1.48
Å) for boron with tetrahedral geometry.37,38The B-O bond
length for BMA-BOM calculated in this study is in the range
of the experimental values. The NBO calculations on the
minimum energy structure of BMA-BOM at the MP2(full)/
6-31+G* level of theory reveals a double bond character
for the B-O bond, and the second B-O bond has an
occupancy of 1.99 (∼2.0) electrons with contribution from
one of the lone pairs of electrons of oxygen. In alkylboranes,
the B-C (aliphatic carbon) bond length is about 1.590 Å as
in for e.g. dimethylborane,39 1.596 Å in dimesitylborane,40

1.570 Å in ditripylborane,41 1.571 Å in BMA,14 and 1.564
Å in BMAOH.15 The B4-C5 bond length in BMA-BOM is
1.57 Å, which comes near to the experimental value for the
aliphatic carbon-boron bond.

Rotation Barrier in NMA-NOM (5A) and BMA-BOM
(5B). The barrier to rotation about theω angle in the natural
peptide ranges from 16.0 to 25.0 kcal/mol,36 while that for
the boron isostere is only about 5.0 kcal/mol.14 The boron
analogues are thus relatively more flexible than the natural
peptides. In case of theN-methoxy peptides and the
corresponding boron isosteres, there are two rotation barriers
governed by theω andτ angles. In the example of NMA-
NOM (5A), theω rotation barrier is relatively higher (12.8-
23.6 kcal/mol) than theτ rotation barrier (9.9-15.6 kcal/
mol). In BMA-BOM (5B), the τ rotation barrier is
comparatively higher (13.9 kcal/mol) than itsω rotation
barrier (1.8-4.7 kcal/mol). The relative higherτ rotation
barrier in boron peptides is a consequence of the B-O double
bond character as revealed by NBO calculations. The heights
of the rotation barriers seen for the methoxy peptides (NMA-
NOM and BMA-BOM) is similar to that for the hydroxyl
peptides (NMAOH and BMAOH, Figure 3) reported ear-
lier.15

The rotation barrier in amide systems (like peptides, urea,
guanidine, etc.) has been attributed to delocalization of the
lone pair of electrons on nitrogen onto the C-N bond as
explained by the classical resonance model.42 This explana-
tion imparts a partial double bond character to the C-N
bond. But recent experimental and theoretical studies43-47

reveal that the electron delocalization in the amide system
has been attributed to second-order orbital interactions
namely, nOfσ*C-N (delocalization from lone pairs on
carbonyl oxygen into the sigma antibonding orbital of the
C-N bond i.e. negative hyperconjugation) and nNfπ*C-O

(delocalization from the lone pair on amide nitrogen to the
pi antibonding orbital of the carbonyl group). The energy
E(2) associated with negative hyperconjugation i.e. nOfσ*C-N

is 34.8 kcal/mol (occupancy of nO is 1.906 andσ*C-N is
0.070) and that with nNfπ*C-O is 58.0 kcal/mol (occupancy
of nN is 1.827 andπ*C-O is 0.170) for the global minimum
of NMA-NOM at the MP2(full)/6-31+G* level. In case of
BMA-BOM, the energy associated with negative hypercon-
jugation i.e. nOfσ*C-B is only 13.4 kcal/mol (occupancy of
nO is 1.941 andσ*C-B is 0.036), indicating that the C-B
bond delocalization is insignificant, as a result of which, the
rotation barrier in boron peptide is very small. Thus, in BMA-
BOM, the C-B bond has an essentially single bond
character, while the C-N bond in NMA-NOM has a larger
double bond character. The boron analogues are thus far more
flexible than theN-methoxy peptides. The second-order
orbital interactions closely parallel that for the corresponding
N-hydroxy peptides reported earlier.15 The energy associated
with negative hyperconjugation i.e. nOfσ*C-N is 32.8 kcal/
mol and that with nNfπ*C-O is 98.5 kcal/mol for the global
energy minimum structure ofN-methylacetamide.13 Thus,
the nNfπ*C-O electron delocalization is reduced significantly
when N-H bond in natural peptide (N-methylacetamide) is
replaced by N-OCH3 (NMA-NOM, 5A). This is probably
due to the fact that the electronegative oxygen withdraws
electrons from the nitrogen atom.

Partial Atomic Charges of NMA-NOM (5A) and BMA-
BOM (5B). The “natural charges” derived from NPA for
the global minimum energy structure of NMA-NOM (5A)

Table 5. Bond Length (Å) and Bond Angles (deg) of BMA-BOM (5B) Optimized at the MP2(full)/6-31+G* Level

parameter GM LM ωTS1 ωTS2 ωTS3 τTS

CC (1,2) 1.509 1.508 1.518 1.511 1.514 1.502
CO (2,3) 1.244 1.245 1.199 1.244 1.244 1.249
CB (2,4) 1.612 1.605 1.639 1.627 1.632 1.592
BC (4,5) 1.568 1.569 1.588 1.573 1.566 1.567
BO (4,6) 1.362 1.358 1.334 1.353 1.361 1.381
OC (6,7) 1.437 1.441 1.405 1.442 1.433 1.429
CCO (1,2,3) 120.7 120.9 119.9 119.7 118.5 121.9
CCB (1,2,4) 120.3 121.8 119.9 119.3 125.9 127.4
CBC (2,4,5) 122.0 120.7 121.0 120.8 117.5 122.5
CBO (2,4,6) 113.4 120.3 114.1 121.8 125.6 115.5
CBO (5,4,6) 124.5 118.9 124.9 117.3 116.9 121.8
BOC (4,6,7) 121.4 121.9 125.9 126.8 128.2 123.8
CCBC (ω) (1,2,4,5) 165.0 66.7 0.0 0.0 180.0 262.8
CCBO (1,2,4,6) 345.3 244.4 180.0 180.0 0.0 83.7
CBOC (τ) (2,4,6,7) 180.8 0.6 180.0 0.0 0.0 84.7
OCBC (3,2,4,5) 344.3 249.8 180.0 180.0 0.0 85.6
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and BMA-BOM (5B) are given in Table 6. Replacement of
nitrogen by boron decreases the positive charge on the
carbonyl carbon and increases the negative charge on the
C5 methyl carbon. In BMA-BOM (5B), the boron atom has
a much greater positive charge than the carbonyl carbon
(1.086 vs 0.336). The site for nucleophilic attack in case of
NMA-NOM (5A) is normally the carbonyl carbon. In BMA-
BOM (5B), a nucleophile will preferentially attack boron
rather than the carbonyl group. This preference for boron as
the site for nucleophilic attack is also evident in the ‘ESP
fitted charges’, even though the partial charges differences
are of a smaller magnitude. This was the basis of our
hypothesis, used to design boron peptides13,15askcat inhibitors
of the enzyme serine protease. The hydroxyl group of serine
in the active site is the nucleophile which attacks the carbonyl
carbon of the amide of the substrate peptide, leading to a
final hydrolysis of the substrate. With the boron peptide in
the active site, the hydroxyl group of serine would prefer-
entially attack boron instead of the carbonyl carbon and form
a tetrahedral covalent complex leading to irreversible inhibi-
tion of the enzyme, thus acting as plausible inhibitor of serine
protease enzyme. The inhibitors of serine proteases have
great potential in therapeutics.48-54 When the electrophilicity
of the carbonyl carbon in NMA-NOM vs that inN-
methylacetamide is compared,13 the differences are insig-
nificant based on the NPA charges on carbonyl carbon (0.837
vs 0.862). However, in case of the boron analogues, the
electrophilic character of the boron atom is 1.5-fold higher
in BMA-BOM than BMA (Figure 3) (the NPA charges of
1.086 vs 0.669) accentuating the attack of the nucleophile.

PES of Ala-NOM (4A). The preferred values of theω
andτ angles found in NMA-NOM (5A) were introduced into
Ala-NOM (4A) and the (φ, ψ) space of Ala-NOM scrutinized
(Table 7). With anomegavalue of 30° and atau value of
90°, the global minimum corresponds to a structure withφ

) 55° andψ ) 35° (Figure 6a). These are close to the values
for a left-handed alpha helix (φ ) 57°, ψ ) 47°). The local
minimum energy structure hasφ ) -150° and ψ ) 30°
(Figure 6b). These two structures fall in the “allowed regions”
of the Ramachandran map. All minimum energy structures
are distinguished by the presence of an intramolecular
hydrogen bond (Figure 6a,b). The GM structure is character-
ized by a hydrogen bond between the methoxy O (as
acceptor) and the amide NH (as donor), forming a six-
membered ring, while the LM structure has a H-bond
between theN-methoxy N (as acceptor) and the amide NH
(as donor), forming a five-membered ring. With anω angle
of 200° and aτ angle of 120°, there is only one favored
structure for Ala-NOM (4A) with φ ) -90° andψ ) 80°.
These values are close to that for a residue at thei+1 position
in a type Vâ-turn (φ ) -80°, ψ ) 80°). This structure is
characterized by only one intramolecular hydrogen bond
(Figure 6c) between the carbonyl O (as acceptor), near the
methoxy group, and the amide NH (as donor) outlining a
seven-membered ring. Thus, all the preferred conformations
of Ala-NOM are characterized by the presence of one
intramolecular hydrogen bond and are conformationally rigid.

PES of B-Ala-BOM (4B). In a similar manner, theφ, ψ
preferences of B-Ala-BOM (4B) were investigated, and the
results are shown in Table 7. With anomegavalue of 165°
and atauvalue of 180°, one conformation is observed within
5.0 kcal/mol of the global minimum energy conformer. The
global minimum corresponds to a structure withφ ) 90°
andψ ) -60° (Figure 7a), while the local minimum relates
to a structure withφ ) -100° and ψ ) 70° (Figure 7b).
The global minimum shows a strong preference for a positive
φ value. The GM corresponds to the mirror image of a 2.27
ribbon (φ ) 78°, ψ ) -59°), while the LM corresponds to
a 2.27 ribbon (φ ) -78°, ψ ) 59°) structure. The two
structures exhibit an intramolecular hydrogen bond (Figure
7a,b) between the carbonyl O (as acceptor) next to the
B-methoxy group and the amide NH (as donor), forming a
seven-membered ring. With anω angle of 60° and aτ value
of 10°, the global minimum corresponds to a structure with
φ ) -40° andψ ) 120° (Figure 7c). These are close to the
values adopted by ani+1 residue in a type Vaâ-turn (φ )
-60°, ψ ) 120° with ‘cis’ omega). The local minimum
corresponds to a structure withφ ) 85° and ψ ) 180°
(Figure 7d). These are near to the values of a poly-L-Pro II
helix (φ ) 79°, ψ ) 210°). The next local minimum energy
structure hasφ ) 90° and ψ ) 100° (Figure 7e). The
structure is again characterized by a positiveφ value which
is ‘disallowed’ for natural peptides.

Overview of Boron Peptides.In an earlier paper,13,14we
had studied the geometries and transition states of boron
analogues of the natural peptides. The natural peptides have
ω values either 180° or 0°, while theφ, ψ torsion angles
fall in the ‘allowed’ regions of the Ramachandran map. The
boron analogue (BMA, Figure 3) exhibits an unusualω value
of 90°, and the corresponding Ala-dipeptide exhibits a unique
preference for positiveφ values in the ‘disallowed’ region
of the Ramachandran map but with no regular secondary
structure motif. In a subsequent paper,15 we had investigated
the conformational space of the B-OH analogue (BMAOH,

Table 6. Partial Atomic Charges of NMA-NOM (5A) and
BMA-BOM (5B) Calculated Using NPA and the ‘ESP Fit’
as per Merz-Singh-Kollman Scheme at the MP2(full)/
6-31+G* Level

natural charges ESP fitted charges

atom
atom
no.

NMA-NOM
(5A)

BMA-BOM
(5B)

NMA-NOM
(5A)

BMA-BOM
(5B)

C 1 -0.73111 -0.73103 -0.605573 -0.293486
C 2 0.83787 0.33658 0.904859 0.394028
O 3 -0.71280 -0.63221 -0.650117 -0.553132
X 4 -0.29335 1.08601 -0.260075 0.711483
C 5 -0.41351 -1.07467 -0.318880 -0.587438
O 6 -0.49098 -0.83597 -0.244952 -0.519024
C 7 -0.23095 -0.23724 -0.119883 0.032558
H 8 0.25241 0.24135 0.153101 0.113004
H 9 0.24073 0.23748 0.180700 0.067244
H 10 0.25758 0.24544 0.180506 0.069023
H 11 0.21366 0.24032 0.149242 0.126094
H 12 0.21753 0.24612 0.155416 0.127817
H 13 0.25216 0.27020 0.159344 0.114528
H 14 0.19358 0.19508 0.075715 0.050418
H 15 0.19566 0.19846 0.117315 0.064449
H 16 0.21151 0.21406 0.123283 0.082434
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Figure 3) and its corresponding peptide with the N-OH
moiety. The replacement of the N-H bond (N-methylaceta-
mide) by N-OH (NMAOH, Figure 3) shifts the preference

for theω torsion from 180° to 32° due to a strong tendency
to form a hydrogen bond within the amide segment. The
local energy minimum structure has anω value of 202°.
Similarly modifying the boron analogue by replacement of
B-H (BMA, Figure 3) with B-OH (BMAOH, Figure 3)
leads to a change in theω torsion from 90° to 0° and again
this is driven by the predisposition to form an intramolecular
hydrogen bond. The local energy minimum structure of
BMAOH has an ω value of 153°. The intramolecular
hydrogen bond imparts conformational rigidity to these
peptides. The Ala-dipeptide derived from NMAOH assumes
either a type-I beta-turn or a left-handed alpha-helix. The
Ala-dipeptide derived from BMAOH shows a leaning toward
positiveφ, and extendedψ values, with no regular secondary
structure motifs. In the present class of molecules where the
N-H bond is replaced by N-OCH3 (NMA-NOM, 5A) and
the B-H bond is replaced by B-OCH3 (BMA-BOM, 5B),
the conformational space of the corresponding peptides is
different from the previously reported natural peptides and
their hydroxy derivatives. In NMA-NOM (5A) theω values
are 202° and 32° in the GM and LM structures, which are
near to the structures for the natural peptides. A similar shift
in the torsion is also seen in BMA-BOM with a value of
165° for the ω angle. The dipeptides bearing the N-OCH3

and B-OCH3 (Figure 1, 4A and 4B) moieties have in
common the type-Vâ-turn motif beside adopting several of
the regular secondary structures. Thus, it has been observed
that modifying the B-H bond as B-OH and further as
B-OCH3 is able to induce a change in the peptide backbone
from a random coil-like state to a more ordered secondary
structure.

Conclusions
The boron isosteres of the amino acids were designed by
replacement of the amide nitrogen with boron,13 with the
intention of developing an irreversible inhibitor of the
enzyme serine protease. The synthesis of such a molecule is
a big challenge. Based on the strong affinity of boron for
oxygen, these analogues were modified to B-OH which are
easy to synthesize, and this derivative is echoed in the
N-hydroxy amides which are well-known. However, from a
synthetic standpoint, the methoxy analogues (B-OCH3) are
much more accessible. The conformational space ofN-
methoxy peptides and their boron isosteres has been the focus
of investigation in this paper. The minimum in theomega
torsion space of such molecules has been identified using
N-methoxy-N-methylacetamide (NMA-NOM,5A) and acetyl-
methylmethoxyborane (BMA-BOM,5B) as model peptides.

Table 7. Conformations and Energies of Ala-NOM (4A) and B-Ala-BOM (4B)

ω τ φ ψ rel E (kcal/mol) structural feature (ideal values of the torsion angles)

Ala-NOM 30° 90° 55° 35° 0.0 left-handed R-helix (57°, 47°)
-150° 30° 0.3 random

200° 120° -90° 80° 0.0 type V â-turn i+1 residue (-80°, 80°)
B-Ala-BOM 165° 180° 90° -60° 0.0 positive φ, mirror image of 2.27 ribbon (78°, -59°)

-100° 70° 0.3 2.27 ribbon (-78°, 59°)
60° 10° -40° 120° 0.0 type Va â-turn i+1 residue (-60°, 120°, cis omega)

85° 180° 1.4 positive φ, mirror image of Poly-L-Pro II helix (79°, 210°)
90° 100° 2.2 positive φ, folded

Figure 6. Preferred conformations of Ala-NOM (4A): (a) ω
) 30°, τ ) 90°, φ ) 55°, ψ ) 35°, (b) ω ) 30°, τ ) 90°, φ )
-150°, ψ ) 30°, and (c) ω ) 200°, τ ) 120°, φ ) -90°, ψ )
80°.
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The ground and various transition states for5A and5B have
been calculated at the HF, B3LYP, and MP2(full) levels of
theory with the 6-31+G* basis set. Theomegarotation
barrier is seen to be 12.8-23.6 kcal/mol for theN-methoxy
peptide (NMA-NOM, 5A) and 1.8-4.7 kcal/mol for its
corresponding boron isostere BMA-BOM (5B). The differ-
ence in the rotation barriers has been attributed to second-
order orbital interactions, mainly negative hyperconjugation.
The barrier for rotation about the torsion angleτ i.e. rotation
about the N-O and B-O bonds is 9.9-15.6 kcal/mol for
the N-methoxy peptide and 13.9 kcal/mol for the boron
isostere. The replacement of nitrogen by boron also signifi-
cantly changes the charge distribution in these molecules.

A relatively greater positive charge on the boron atom over
the carbonyl carbon makes boron the preferential site of
attack by a nucleophile in boron peptides, which otherwise
occurs on the carbonyl carbon in the natural peptides. The
minimum energy structures of NMA-NOM and BMA-BOM
were then used to study theφ andψ preferences inN-acetyl-
N′-methoxy-N′-methylamide of alanine (Ala-NOM) and its
boron isostere (B-Ala-BOM). Ala-NOM demonstrates con-
formations with a type-Vâ-turn and a left-handedR-helix.
B-Ala-BOM, on the other hand, favors conformations with
a 2.27 ribbon, the mirror image of 2.27 ribbon, a type-Va
â-turn, the mirror image of poly-Pro-II helix, and positiveφ
and extendedψ values. In previous work on natural peptides

Figure 7. Preferred conformations of B-Ala-BOM (4B): (a) ω ) 165°, τ ) 180°, φ ) 90°, ψ ) -60°, (b) ω ) 165°, τ ) 180°,
φ ) -100°, ψ ) 70°, (c) ω ) 60°, τ ) 10°, φ ) -40°, ψ ) 120°, (d) ω ) 60°, τ ) 10°, φ ) 85°, ψ ) 180°, and (e) ω ) 60°, τ
) 10°, φ ) 90°, ψ ) 100°.
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and their boron isosteres, we had noticed a much lower
barrier to rotation about theω angle, a unique preference
for positivephi values in the boron analogues and no regular
secondary structure observed. TheN-methoxy peptides and
their boron analogues abound with a variety of secondary
structural elements. In conclusion, the replacement of
nitrogen by boron in natural andN-methoxy peptide causes
significant changes in the conformational space and electronic
properties, and these features can be profitably exploited to
design peptides with specific geometries and chemical
attributes.
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Abstract: The presence of a low-barrier hydrogen bond (LBHB) in aspartyl proteases and its

implications in drug design have been the subject of intense study. Here, we present a combined

quantum mechanical/molecular mechanical (QM/MM)-Numerov procedure and use it to

characterize the Oδ1-H-Oδ1 hydrogen bond (HB) in unbound HIV protease. The QM/MM scheme

fully traces the shape of the HB’s potential energy curve. The potential is used to obtain numerical

solutions to the wave functions and vibrational energies of hydrogen, deuterium, and tritium.

The vibrational eigenfunctions are used to compute expectation values for interatomic distances

and vibrationally and thermally averaged spectroscopic properties of the Oδ1-H-Oδ1 HB. Our

work corroborates previous results by Piana and Carloni who found a LBHB via an ab initio

molecular dynamics simulation (Piana, S.; Carloni, P. Proteins 2000, 39, 26-36). Our predictions

of isotope effects on the chemical shift of unbound HIV protease are consistent with experimental

measurements in similar HBs. These results support the predictive power of this method and

its potential use in screening inhibitors of aspartyl proteases.

Introduction
Twelve years ago, Frey and others postulated that low-barrier
hydrogen bonds (LBHBs) are key components of enzymatic
acceleration.1,2 They proposed that the transformation of a
weak hydrogen bond (HB) in the ground state into a LBHB
in the transition state or in a transient intermediate could
significantly contribute to catalytic efficiency. The structural
characteristics of a LBHB are a short heteroatom separation
and a highly deshielded proton occupying a central position
in a double well where the zero-point vibrational energy is
close to the energy barrier.3 Yet, its physicochemical nature,
requirements for existence, and actual importance in catalysis
have been subject to an intense debate.4-6 The Nδ1-H-Oδ1

HB of serine proteases was the first protein system in which
the existence of this type of HB was postulated. The LBHB
was then defined in terms of measured spectroscopic
properties: an extreme downfield hydrogen chemical shift
(16.0 ppme δH e 21.0 ppm), a low fractionation factor (θ
< 1), and large differences in the chemical shifts upon

isotopic substitution. However, as noted early by Perrin and
Nielson, the ambiguity in the range of values given for these
properties creates some difficulty in predicting the exact
circumstances under which a LBHB will be observed.3 In
particular,δH and θ measurements cannot be used as the
sole evidence for the presence of a LBHB: both aδH >
16.0 ppm and aθ < 1 can correspond to LBHBs, but they
can also correspond to “strong” (asymmetric double-well)
or “very strong” (symmetric single-well) HBs.7,8 ∆δH-D

measurements are not accurate because of the large errors
arising from δD’s broad band in the NMR spectrum. For
instance, the∆δH-D of the chymotrypsin-AcL-CF3 com-
plex is reported as 1.1( 0.5 ppm.9 In contrast,∆δH-Ts

because ofδT’s narrow line width in the spectrumsis a much
more precise measure of HB strength and provides reliable
experimental evidence for LBHBs. Indeed,∆δH-T measure-
ments suggest that, while the Nδ1-H-Oδ1 HB in the low-
pH form of unbound serine proteases is “strong”, it be-
comes a “LBHB” in transition-state analogues. Among
chymotrypsin-inhibitor complexes,∆δH-T varies from 0.63
to 0.68.10
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LBHBs have also been reported in many other systems,
for instance, aspartyl proteases. This family of enzymes is
widely distributed in nature, and a number of aspartyl
proteases have been identified as useful targets for chemo-
therapeutic intervention in human diseases.11-13 Two notable
members are memapsin 2san enzyme associated with the
pathogenesis of Alzheimer’s diseasesand HIV protease (Hp),
a target for AIDS. Hp is a homodimer that cleaves the
polyprotein products of the HIV-1 genome, producing several
proteins necessary for viral growth and cellular infection.
The active site of Hp consists of a monoprotonated aspartate
dyad with a water molecule bridging the two Asp residues
(Figure 1). The Hp-substrate complex exhibitsC2 sym-
metry, and numerous structure-basedC2-symmetric inhibitors
have been designed to exploit this feature.14 The symmetric
nature of the Oδ1-H-Oδ1 HB is suggestive of the presence
of a LBHB. Indeed, a computational study by Piana and
Carloni on unbound Hpsvia ab initio molecular dynamics
simulationssfound a LBHB between the Oδ1 atoms that
compensates for their negative charge repulsion and holds
them within a distance of 2.5 ((0.1 Å).15 Following this
study, LBHB-based reaction mechanisms for Hp have been
postulated and their implications in drug design have been
discussed.16 Northrop proposed that “looking to new designs,
one might expect to achieve tighter binding by developing
inhibitors that do not break the short, strong LBHB”.17 Given
the incidence of aspartyl proteases as targets of major human
diseases, efforts taken in Northrop’s direction (i.e., relating
“LBHB character” to inhibitory efficacy) could prove to be
tremendously beneficial. As discussed above, experimental
measurements ofδH, and more particularly∆δH-T, can serve
as indicators of HB strength. Yet, in aspartyl proteases, the
absence of experimental data of these NMR properties for
the Oδ1-H-Oδ1 HB hinders this line of study. In general,
δH measurements of carboxylic acids are complicated
because of rapid proton exchange with water; moreover, in
the case of Hp, autolysis might create an additional prob-
lem.15,18,19In this paper, we introduce a computational model
that can correct this experimental inadequacy. Our model
can be used to investigate low-barrier double-well hydrogen
bonds of biological importance such as the Oδ1-H-Oδ1 HB
in aspartyl proteases but should also be transferable to other
HB systems of a similar nature. The model is used here to
characterize the Oδ1-H-Oδ1 HB of unbound Hp. Results
are consistent with Piana and Carloni’s benchmark work and

offer the first predictions of NMR isotope effects in aspartyl
proteases. To our knowledge, this is the first quantum
mechanical/molecular mechanical (QM/MM) study that
traces the entire shape of a double-well “LBHB” potential
energy curve. The paper is organized as follows. First, we
present the computational methodology in a stepwise manner.
Next, we discuss our computed structural and spectroscopic
properties in light of available experimental results and theo-
retical considerations. We finish by discussing the implica-
tions of our work and the usefulness of the methodology.

Method
The model builds upon the method used by Molina and
Jensen to characterize strong hydrogen bonds in serine
proteases.8 We trace the potential energy curve for proton
transfer at the B3LYP/6-31G+(d,p) level of theory using the
effective fragment potential (EFP) methodology, a QM/MM
scheme in which the QM and MM regions are separated by
a “buffer region” consisting of localized molecular orbitals.20

We then obtain numerical solutions of the 1-D Schro¨dinger
equation via the Numerov method.21 The vibrational eigen-
functions are used to compute expectation values for
interatomic distances and vibrationally and thermally aver-
aged spectroscopic properties of the Oδ1-H-Oδ1 HB.

A. Geometry Optimization. The model for the Oδ1-H-
Oδ1 HB is based on the same crystal structure utilized by
Piana and Carloni (PDB code: 3PHV, 2.7 Å resolution).22

A small 52-atom model of the active site (Figure 1) is built
from the crystal structure coordinates; hydrogens are added
with the online utility WhatIf Web Interface.23 A water
molecule is added manually and preoptimized semiempiri-
cally at the PM3 level. The small model is optimized at the
B3LYP/6-31G(d) level of theory. When two different
conformations with opposite protonation states are started
with, two minima which we will call protomers Asp25-H
and Asp25′-H are obtained. During the optimization, the Asp
side chains and water molecule are relaxed while coordinates
for the rest of the atoms remain frozen. This geometry setup
leaves the carboxylates flexible and free to rotate, whereas
their surrounding protein frame is kept fixed, thus mimicking
the actual structural conditions of that protein region.15 For
practical purposes, the minima are equivalent with regard
to energy and interatomic distances, as one could expect from
the symmetry of the unbound Hp homodimer. The protomers
differ in energy by just∆E ) 2.16 × 10-2 kcal/mol,
explicable within computational error;∆rOH is only 7.40×
10-4 Å, and differences in other internal coordinates are also
very small. The protomers present a shortrOO of 2.50 Å and
an elongatedrOH of 1.05 Å. The carboxylates exhibit a small
departure from coplanarity (Ω ) 32.6°). The external
oxygens are separated by 4.59 Å. The dihedral angle between
the protonated oxygen, the oxygens of the facing carboxylate,
and the water oxygen is 16.2°.

B. Least Linear Motion Path. Next, a 19-point least
linear motion path (LLMP) is traced along the proton-transfer
coordinate that connects the two minima. Single-point
energies are obtained using a large QM/MM model of the
dimer at the B3LYP/6-31+G(d,p)//B3LYP/6-31G(d) level
of theory. The LLMP corresponds to the potential energy

Figure 1. Small model used for the initial optimization.
Protomer Asp25-H is shown. The “QM” atoms relaxed during
the optimization appear in bold.
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surface (PES) of the Oδ1-H-Oδ1 hydrogen bond; coordi-
nates changed are those of the 16 atoms that were allowed
to relax during the optimization of the small model. The
LLMP is constructed as follows:Z matrices with identical
connectivity are built at the coordinates of the two minima
and are used to calculate the changes in bond lengths, bond
angles, and dihedral angles on going from Asp25-H to
Asp25′-H. Then, nine intermediate points between the
minima are generated by adding successive increments
representing each internal coordinate change. Two additional
points are created by scaling the coordinates by the factors
necessary to decrease the Oδ1-H bond length in both Asp
residues to the O-H bond length (0.979 64 Å) of propionic
acid optimized at the same level of theory. Last, using theZ
matrix difference scheme, six additional points (three on each
side) are placed between the minima and the points adjusted
to the rOH in propionic acid.

C. QM/MM Methodology. The QM/MM model has a
total of 814 atoms. It consists of three computational
regions: QM/buffer/EFP (Figure 2). The QM region contains
the 16 atoms that were allowed to relax in the optimization

of the small model. The coordinates of these QM atoms are
modified using the LLMP scheme and single points com-
puted to construct the potential energy surface (see previous
subsection). Note that, unlike HBs in nonhomogeneous
environments, the unbound Hp homodimer affords an
uncomplicated case of study of double-well potentials; the
QM/MM-LLMP approach provides a sensible description
of the energy barrier along proton transfer in this simple and
symmetric system; structural relaxation might improve the
accuracy of the computed barrier height but should not differ
markedly from our estimate. The surrounding protein frame
of the QM atoms is described by the buffer and EFP regions.
The EFP region describes the electrostatic potential of the
enzyme within roughly 12 Å of the active site by a multipole
expansion (charges through octupoles at all atoms and bond
midpoints and polarizable points for each valence-localized
molecular orbital).24 To create the EFP region, we use a
“divide-and-conquer” approach.25 The EFP has a total of six
fragments that comprise residues 7-12, 81-91, and 21-33
(except QM and buffer atoms) in both monomers of unbound
Hp. Each fragment is obtained via an RHF/6-31G(d) ab initio
calculation, and then, all fragments are assembled together.
The EFP and QM regions are separated by a buffer region
of localized molecular orbitals obtained at the RHF/6-31G(d)
level of theory.20 There are a total of 28 buffer atoms
comprising the backbone atoms around each Asp side chain
(ending at theR carbons of neighboring residues). The
geometries of the EFP and buffer regions are those of the
crystal structure coordinates.

D. Symmetrization of the Potential.Polynomial regres-
sion of the PES traced by the computed data points yields
the quartic functionf(x) ) 985.86x4 - 5066.7x3 + 9656.4x2

- 8084.9x + 2510. Our potential is a little asymmetric to
the left of the second minimum, most likely because of the
sensitivity of the EFP points to small geometry changes along
the LLMP. Note that point “12” had to be dropped because
of an unreasonable energy. Thus, we symmetrize the PES
(Figure 3) to improve the accuracy of the eigenvalues and

Figure 2. The three computational regions used in the QM/
MM model. QM/buffer/EFP regions (red, blue, and green).
Note: hydrogen atoms not shown for clarity; water added
manually.

Figure 3. Original curve (blue) obtained with the LLMP points. The symmetrized potential (red) is traced with the same points.
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the quality of the wave functions that are needed to compute
structural and spectroscopic properties. Notice that unbound
Hp is actually a symmetric homodimer, so no artificial
correction is introduced. We construct a new symmetric
function using the critical numbers of the quartic function:
the rOH for the two minima (x ) 1.048 963 326 andx )
1.518 033 637) and therOH for the barrier maximum (x )
1.283 498 482). These are set as absolute minima and the
relative maximum, respectively.

Hence,

This implies that

Now we have

Solving for “a” and “c” with this system of linear equations,
we obtain a new symmetric function:

E. Numerov Method. We now proceed to obtain eigen-
values and eigenfunctions for the vibrational energy levels
of H, D, and T. The one-dimensional Schro¨dinger equation

is solved numerically using 10 000 grid points along the
above potential via the Numerov method.6 For H, the kinetic
energy operatorEK̂ in units of kilocalories per mole is

and V(x) is given by our symmetrized potential. After
correcting for the isotope mass,EK̂ is 0.0239 for D and
0.0159 for T. The Numerov procedure uses a recursive
relationship to compute the value of the wave function along
the PES.21 In practice, we obtain eigenvalues and eigen-
functions using the solver applet created by Schmidt.26

F. Structural Properties. The expectation value for the
rOH bond length is calculated with

The square of the normalized ground-state vibrational wave
function (ψ0

2) corresponds to the probability distribution
function. The first point (xmin) starts at anrOH distance of
0.5 Å, and the remaining points are constructed via incre-
mental steps (∆x ) 0.015k Å) up to rOH ) 2.0 Å (xmax).

For hydrogen, the Boltzmann’s population fraction of the
first excited state is only slightly bigger than 0.1 (see the
next subsection) andψ1 has two symmetric peaks around
the PES midpoint. Hence, when the expectation value is
averaged over the ground and first excited states,<rOH> is
imperceptibly affected. Other structural properties (π) are
obtained via expectation values,<π>, averaged over 23

Figure 4. The 162-atom model used to calculate the NMR chemical shifts. “QM” atoms are shown in bold.

p2

2m
) 0.0478

kcal
mole

Å2 (2)

〈rOH〉 ) ∑
i)1

100

[ψ(i)]2 rOH(i) ∆x (3)

〈π〉 ) ∑
i)1

23

[ψ0(i)]
2 π(i) ∆x (4)

f ′(x) )
a(x - 1.048 963 326)(x - 1.283 498 482)(x - 1.518 033 637)

f(x) ) a(-2.043 793 713x + 0.250 000 000x4 -
1.283 498 482x3 + 2.443 549 159x2) + c

f(1.048 963 326)) -0.633 903 878a + c and
f(1.283 498 482)) -0.633 147 443a + c

V(x) ) 1031.647 795x4 - 5296.473 517x3 +
10 083.528 41x2 - 8433.901 12x + 2615.878 315

- p2

2m
d̂2 Ψ(x) + V̂(x) Ψ(x) ) EΨ(x) (1)
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points. The geometries of these points are built using theZ
matrix difference scheme described in section B. In this case,
xmin ) 0.768 38 Å,xmax ) 1.802 54 Å, and∆x ) 0.047 Å.

For comparison,<rOH> averaged over 23 points is only
3.06× 10-4 Å larger than<rOH> averaged over 100 points,
which shows that the use of 23 points is amply sufficient.

G. Spectroscopic Properties.The hydrogen NMR chemi-
cal shift is calculated using the linear scaling technique of
Rablen et al.27

To their original equation (shown in brackets), we add a
correction factor of 0.33 to obtain the aqueous-phase value
of the chemical shift.28

In eq 5, <σH> is the expectation value for the chemical
shielding andσH is computed using a 162-atom model

(Figure 4) that comprises roughly all atoms within 7 Å of
the active site. The B3LYP/6-311++G(d,p) level of theory
is used for the atoms in the QM region, and STO-3G is used
for the rest of the atoms.8 The first excited state for hydrogen
is thermally accessible at 298.15 K, yielding a Boltzmann’s
population ratiop1/p0 slightly bigger than 0.1. It has a small
but non-negligible contribution to the chemical shielding.
Hence, we thermally average the chemical shielding over
the ground and first excited states with eq 7

where f0 and f1 are the population fractions in the ground
and first excited states, respectively.

The isotope effects on the NMR chemical shifts,∆δH-D

and∆δH-T, are computed by

In eq 8, X ) D or T. Once again,<σX> is thermally
averaged as in eq 7.

Figure 5. Hydrogen. The energy values (horizontal lines) and the probability distribution functions (in red) of the (a) ground
state and (b) first excited state.

〈σH〉 ) f0∑
i)1

23

[ψ0(i)]
2 σH(i) ∆x + f1∑

i)1

23

[ψ1(i)]
2 σH(i) ∆x (7)

〈σH〉 - 〈σX〉 (8)

δH ) [30.60- 0.957<σH>] + 0.33 (5)

〈σH〉 ) ∑
i)1

23

[ψ(i)]2 σH(i) ∆x (6)
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H. Miscellaneous.The GAMESS29 program was used for
all calculations, except the NMR calculations, which were
performed using Gaussian.30

Results and Discussion
The original quartic functionf(x) yields a proton distribution
function that presents irregularities, in particular, a lower
“hump” above the second minimum (Figure 3). The uneven
quality of the wave function somewhat affects the accuracy
of our expectation values. Our symmetrized potential is used
to correct this problem. The new potentialV(x) is in very
good agreement with both the quartic function and the curve
obtained with the computed data points. The correlation
coefficients are 0.995 and 0.987, respectively. Differences
in values of calculated properties with each potential are
small but not trivial. For comparison, the eigenvalue of the
proton ground-state vibrational level is 2.27 kcal/mol using
the symmetrized potential versus 2.33 kcal/mol with the
unsymmetrized quartic function. Likewise,<rOH> is 1.26
Å with the quartic function versus<rOH> ) 1.28 Å with

the symmetrized potential. The symmetrized potentials and
the probability distribution functions for the ground-state and
excited-state vibrational energies of hydrogen, deuterium, and
tritium are shown in Figures 5, 6, and 7, respectively.

The symmetric double-well potential energy curve along
proton transfer is consistent with the homodimeric nature of
Hp. The structural properties of the HB (Figure 8) are also
symmetrical. The expectation values (Table 1) reveal an
equidistant water, a short Oδ1-Oδ1 distance of 2.46 Å, and
an Oδ1-H distance of 1.28 Å. The HB is quite nonlinear
(OĤO ) 151°) as also occurs in intramolecular O‚‚‚H‚‚‚O
HBs. The angles of HBs commonly adjust to the local
environment; notice also that, in aspartyl proteases, the proton
is “sandwiched” between four lone pairs.31,32

In LBHBs, the closeness of the ground-state vibrational
energy (E0) of the hydrogen to the barrier has been
alternatively described as “at or slightly above”, “similar to”,
and “below” the barrier.6,33,34 Our potential energy curve
places the energy barrier at 3.14 kcal/mol, 0.87 kcal/mol
above the ground-state vibrational energy of the hydrogen.

Figure 6. Deuterium. The energy values (horizontal lines) and the probability distribution functions (in red) of the (a) ground
state and (b) first excited state.
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The proton is delocalized across a wide portion of the central
region. Its diffuse position is revealed by the shape of the
proton distribution function (Figure 5a). Notice the small dip
in the probability that occurs at the top of the energy
barrier.34,35The perturbation caused by the barrier has a larger
effect on the probability distribution of the heavy isotopes,
resulting in increasingly pronounced dips for deuterium and
tritium (Figures 6 and 7). It also raises theirE0 values relative
to the E0 values of a symmetric, no-barrier potential; the
ground states are 1.86 and 1.64 kcal/mol for D and T,
respectively (Figure 9). In general, even statesshaving a
large amplitude at the center of the potential (i.e., in the

region of perturbation)smove up in energy, whereas odd
statesswith a node in the centersare much less affected
(Table 2).36

This behavior is of particular importance for the ground
and first excited states and needs to be considered in
calculating the expectation values of the NMR chemical shift
of the proton (δH) and the NMR shifts upon isotopic
substitution (∆δH-D and∆δH-T). Thus, the computed chemi-

Figure 7. Tritium. The energy values (horizontal lines) and the probability distribution functions (in red) of the (a) ground state
and (b) first excited state.

Figure 8. Computed expectation values for interatomic
distances in the active site of unbound HIV protease.

Table 1. Expectation Values Obtained in This Studya

property expectation value

Oδ1-H distance 1.28 Å
O δ1-O δ1 distance 2.46 Å
O(water)-Oδ2 (Asp25) distance 2.97 Å
O(water)-Oδ2 (Asp25′) distance 2.97 Å
Oδ1-H- Oδ1 angle 151°
σH 14.9505 ppm
σD 15.4446 ppm
σT 15.6733 ppm

a The chemical shieldings are thermally averaged over the ground
state and first excited state.

Oδ1-H-Oδ1 Hydrogen Bond in Unbound HIV Protease J. Chem. Theory Comput., Vol. 2, No. 6, 20061681



cal shifts are averaged over the ground and first vibrational
excited states (which is thermally accessible at room tem-
perature). The first excited state for the proton is at 3.51
kcal/mol, 0.37 kcal/mol above the energy barrier. The
population fraction inE1 at 298.15 K is 0.11. Hence, the
first excited state has a small but non-negligible contribution
to the computed spectroscopic properties. The calculated
proton chemical shift is 16.6 ppm (versus 16.8 ppm if one
neglects the first excited state). Note that our computedδH

cannot be used as sole evidence of a LBHB becauseδH >
16 ppm can also be attributed to “strong”8 or “very strong”7

HBs. As previously discussed, NMR measurements ofδH

in carboxylic acids such as Hp are complicated because of
rapid proton exchange with water.18 Thus, experimentally,
the absence of a downfield peak does not rule out a LBHB.
A reasonable comparison between our computedδH and an
experimental aqueousδH value of a system analogous to Hp
is given by a study of the (HCO2)H- complex for whichδH

) 14.1 ppm.37 This system is somewhat similar to the
aspartyl dyad, and therOO distance is “expected to be ca.
2.50 Å or slightly less”. An upper limit forδH is given by
the intramolecular HB of maleic acid. The experimental
proton chemical shift of this acid in dimethylsulfoxide was
reported asδH ) 20 ppm.31 Notice that our computedδH is
not as downfield asδH’s found in the Nδ1-H-Oδ1 HBs of
serine proteases (which range from 16.9 to 18.9 ppm).38 The
proton in Hp might be somewhat shielded by the nonbonding
electrons of the four surrounding oxygens. The electrostatic
potential shown in Figure 10 depicts qualitatively the rich
electron density areas around the carboxylic oxygens. The

computedδH value can also be interpreted by examining the
probability distribution function (Figure 5a). The shape of
ψ0

2 displays a broad region of high probability across the
central region, with a dip in the center and two peaks located
at about 0.05 Å from the minima. The same potentialsbut
with a sharp peak in the centerswould result in a more
downfield proton chemical shift. Notice also that thermal
averaging withψ1

2 (which has a node of amplitude in the
center, Figure 5b) movesδH upfield by 0.2 ppm.

As aforesaid, the barrier causes theE0 of D and T to rise.
Thus, the first excited states lie fairly close to the ground
states;E1 - E0 values are 0.44 and 0.19 kcal/mol for D and
T, respectively, which results in first excited states having
significant population fractions at 298.15 K (0.32 for D and
0.42 for T). The isotope effects on the chemical shifts are
∆δH-D ) 0.49 ppm and∆δH-T ) 0.72 ppm. Because there
is no experimental data for these spectroscopic properties in
unbound HIV protease, we compare our calculations with

Figure 9. Eigenvalues of the ground state (solid lines) and excited state (dashed lines) of each isotope.

Table 2. The First Six Eigenvalues (in Units of kcal/mol)
for Each Isotope

isotope E0 E1 E2 E3 E4 E5

H 2.27 3.52 7.47 11.67 16.66 22.21
D 1.86 2.30 4.93 7.24 10.21 13.52
T 1.64 1.83 4.02 5.55 7.73 10.15

Figure 10. Small model of the active site showing the
electrostatic potential when the interatomic distances are
those of the expectation values.
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other relevant literature values. The NMR study of the
(HCO2)H- complex in water discussed above gave a∆δH-D

) 0.64(0.14 ppm. Bearing in mind the large error of this
experimental value, our computed value of∆δH-D ) 0.49
for unbound Hp compares quite well. Note that our calculated
∆δH-T/∆δH-D ratio of 1.46 is in excellent agreement with
the 1.44 ratio predicted by mass considerations.39 ∆δH-T is
a very accurate parameter of HB strength because ofδT’s
narrow line width in the NMR spectrum. The stronger the
HB, the larger∆δH-T is. This parameter provides sound
evidence for the presence of LBHBs in transition-state
analogues of chymotrypsin. In these complexes, the experi-
mentally measured∆δH-T ranges from 0.63 to 0.68 ppm.7

Thus, our calculated∆δH-T of 0.72 ppm offers solid support
for the presence of a LBHB in unbound Hp.

Conclusion
We present in this work a model to characterize low-barrier
double-well HBs of biological interest that should also be
transferable to other HB systems of a similar nature. We
apply the model to the Oδ1-H-Oδ1 HB in unbound Hp. Our
study traces the entire shape of the HB’s potential energy
curve and yields a double-well potential with a ground-state
vibrational energy that is 0.87 kcal/mol below the barrier.
Our work is in agreement with Piana and Carloni’s results
on unbound Hp and reveals some unexpected aspects of this
HB such as the presence of the first excited states of
deuterium and tritium below the energy barrier. Experimen-
tally, ∆δH-T values can be used to gauge HB strength. Our
computed∆δH-T of 0.72 ppm is consistent with experimental
measurements in transition-state analogues of chymotrypsin
and strongly points toward the presence of a LBHB in
unbound Hp. Northrop has proposed to relate inhibitory
efficacy in aspartyl proteases to the LBHB character of the
Oδ1-H-Oδ1 HB. The driving force of this work was to
develop a theoretical model to investigate such a relationship.
An analysis of changes in structural and spectroscopic
properties could help in the screening of drug candidate
compounds. We believe that the present model can be used
to study inhibitory efficacy in aspartyl proteases by evaluat-
ing how the nature of the Oδ1-H-Oδ1 HB differs between
unbound and bound enzymes. Our current efforts are pointing
in that direction.
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Abstract: The numerical accuracy of linear scaling semiempirical methods LocalSCF and

MOZYME is analyzed in comparison to conventional matrix diagonalization with respect to a

variety of molecular properties including conformational energy, dipole moment, atomic charges,

and bond orders. Major semiempirical MNDO, AM1, PM3, and PM5 Hamiltonians were

considered in the study. As the numerical tests demonstrate, both LocalSCF and MOZYME

reasonably reproduce matrix diagonalization results with the deviations being below the accuracy

of semiempirical methods. However, the economical LocalSCF memory consumption and faster

calculations are more beneficial for the quantum-mechanical modeling of large biological systems.

The computational performance of the LocalSCF method is tested on the conformational energy

calculation of a series of molecular dynamics snapshots of insulin in a large box of water.

1. Introduction
The linear scaling LocalSCF method was proposed recently
as a computationally inexpensive alternative to matrix
diagonalization for application to large biomolecular sys-
tems.1 The purpose of the method is to bypass the prohibitive
quadratic scaling of computer memory and cubic scaling of
computer time by the size of the molecular system of the
conventional diagonalization procedure, thereby allowing
application to real-size biological systems at the quantum-
mechanical level. Currently implemented in a semiempirical
framework,2 the LocalSCF method allows conducting mo-
lecular orbital computer simulations of hundreds of thousands
of atoms on a personal computer. In LocalSCF, the linear
scaling regimen is obtained with the help of the variational
finite localized molecular orbital (VFL) approximation.1 The
VFL seeks a solution of the self-consistent field (SCF) task
in the reduced space of compact or localized molecular
orbitals (LMOs). For any LMO expansion fixed in the
beginning of the SCF calculation, the resulting density matrix
and the total energy are the closest possible solution to the

matrix diagonalization because of the variational principle
under the constraint of the reduced LMO expansion.

Solving the SCF task using the VFL approximation does
not guarantee a high-quality wave function because the
initially selected fixed LMO expansion may not be optimal
for the particular system of interest. Therefore, some kind
of orbital expansion procedure is needed in order to account
for the individual aspects of the molecular structure. The
combination of the VFL method with a LMO expansion
procedure creates the linear scaling LocalSCF method.
LocalSCF calculations are conducted in the following way.
After the SCF convergence is achieved for the initial-guess
LMOs, an orbital expansion is undertaken on the basis of
an expansion algorithm. This algorithm checks the atomic
centers adjacent to each LMO and estimates the energy gain
upon expanding the LMO on the particular center. If the ex-
pected energy gain is greater than a threshold value, the ex-
pansion is made; otherwise, the center is omitted, and another
atom in the neighborhood is tested in a similar way. After
the expansion step is made, the SCF refinement of linear
coefficients of LMOs begins. The cycles of SCF and orbital
expansion are repeated until the total energy is converged.

Another LMO-based linear scaling semiempirical method
we consider in our study is MOZYME, which was developed
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by Stewart.3 Both LocalSCF and MOZYME operate with
LMOs, as their common ground. Despite this similarity, these
methods are based on different principles. The atomic
expansion of MOZYME LMOs is the integral part of the
SCF procedure. MOZYME SCF performs occupied-virtual-
orbital Jacobi rotations to achieve block diagonalization of
the Fock matrix. The rotation has the purpose of orthogo-
nalization of the occupied set of LMOs to the corresponding
virtual set. Each orbital rotation combines expansion sets of
occupied and virtual LMOs involved in the rotation, and as
a result, the LMO size uncontrollably grows during the SCF
iterations until the LMOs reach about 150 atomic centers
on average. After this limit is achieved, adding new atomic
centers to the LMO expansion does not change the density
matrix, and such atomic centers with negligibly small linear
coefficients can be effectively removed from the LMOs. For
molecules consisting of several hundreds of atoms and larger,
the MOZYME LMOs are considerably shorter than the
canonical molecular orbitals, thereby providing a significant
savings in computer resources. In contrast to MOZYME, the
VFL-based SCF calculation in LocalSCF is conducted on
fixed-size LMOs and the LMO expansion procedure is
independent from SCF. This provides a free hand to control
the LMO size, and the user may choose shorter or longer
LMOs depending on the speed and desired degree of
agreement with the matrix diagonalization result. A distant
analogy can be portrayed between VFL and the Roothan-
Hall approximation.4,5 If the Roothaan-Hall method seeks
a wave function in the finite space of atomic orbitals, the
VFL approximation utilizes additional degrees of freedom
by constructing a wave function in the reduced space of
molecular orbital expansion. A corresponding similarity may
be observed between the selection of a particular basis set
and the selection of the LMO size. In both cases, there is
room for a rational human choice, and both solutions
approach variationally the target function under elimination
of the corresponding constraints. Accordingly, the VFL
solution of SCF equations approaches the conventional
matrix diagonalization limit when localized molecular orbit-
als are expanded to the size of conventional MOs. In prac-
tice, the total energy and molecular wave function con-
verge well before the LMO expansion reaches the con-
ventional MO limit. In most cases, the LMO expansion
reaches 30 atomic centers on average. This helps to save
significant computational resources when dealing with large
biological molecules. Note that the wave function con-
structed from the short LMO expansion is a variational
approximation to the wave function constructed from fully
delocalized canonical molecular orbitals, and as such, the
LocalSCF wave function may be reasonably good even if a
very short LMO expansion is employed. The practical
outcomes of the LocalSCF approximation will be studied in
this work in comparison to the matrix diagonalization and
the linear scaling method MOZYME. The analysis will be
limited to the neglect of diatomic differential overlap
(NDDO)-based semiempirical methods LocalSCF and
MOZYME operating with LMOs. For the description of
other linear scaling methods, readers are referred to the
original articles.6-10

2. Methods
A small protein pro-insulin (PDB accession code 1EFE)
containing 60 amino acids was downloaded from the Protein
Data Bank.11 Amino acid protonation was assigned on the
basis of the assumption of physiological pH, and the total
charge of+1 was neutralized by adding a chloride counter-
ion. The cleaned structure was placed in an orthorhombic
box of explicit TIP3P water with the solvent extending at
least 10 Å from the solute molecule in each direction. The
structure was equilibrated by a CHARMM force field12 under
a periodic boundary condition. A 200 ps molecular dynamics
(MD) NPT simulation was undertaken at 300 K with the
Leapfrog integrator and with a 2 fstime step. Additionally,
the Langevin piston pressure control13 was applied; covalent
bonds to hydrogen atoms were restrained by the SHAKE
algorithm,14 and the particle mesh Ewald algorithm was used
to treat the long-range electrostatics.15 The first 10 ps of the
simulation time were considered as an equilibration, and the
other 190 ps were treated as a productive run out of which
20 snapshots were extracted with a 10 ps time interval for
further analysis by quantum-mechanical methods. These 20
structures, each containing 20 058 atoms, were further
processed by removal of the chloride counterion, leading to
the molecular charge+1, and by the removal of water
molecules, preserving only the 100 closest ones to the ionized
amino acids. This resulted in 20 insulin conformations, each
containing 1247 atoms. This size of the system was selected
to allow performing matrix diagonalization calculations
which fit to 1 GB of computer memory.

LocalSCF and MOZYME calculations were performed in
regular and fast modes with the keyword PRECISE set on.
Regular mode calculations were applied to the insulin
snapshots containing 1247 atoms. The LocalSCF SCF
procedure was performed by the steepest descent gradient
optimization of linear coefficients of molecular orbitals,
where the derivative of total energy versus the change in
linear coefficients was utilized. In the regular mode LMO
refining, SCF was converged to either 0.0005 eV for the
gradient norm or to a value of 0.002 eV for the maximum
component of the gradient for the linear coefficients of LMOs
or to 0.0001 kcal/mol total energy change, whichever came
first. The LMO expansion gradient threshold was set to 0.04
eV, and the expansions were performed until the total energy
change was smaller than 0.5 kcal/mol between the expan-
sions. The root-mean-square (RMS) value for LMO non-
orthogonality was limited to 0.001. MOZYME regular mode
calculations were conducted with the cutoff for NDDO
approximation being set to 12 Å; SCF convergence criteria
were set to 0.01 kcal/mol. Matrix diagonalization SCF was
conducted until the total energy was converged with the
0.0001 kcal/mol threshold. Hereafter, we will use the name
MOPAC as a synonym of matrix diagonalization.

LocalSCF and MOZYME in fast calculation modes were
also applied to the large 20 058-atom box of insulin in water.
Here, the MOZYME cutoff for NDDO approximation was
reduced to 6 Å. In case of LocalSCF, the fast multipole
method (FMM)16,17for the calculation of Coulomb integrals
was turned on. The well-separation parameter was set to 2.
The near field was set to 10 Å with a cube edge of 5 Å. The
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series for the electrostatic potential was truncated at the fourth
term, and theB andC operators were truncated at the seventh
and third terms, respectively.

MNDO18, AM119, PM320, and PM521 semiempirical Hamil-
tonians were used in this work. MOZYME and matrix
diagonalization calculations were performed by using the
MOPAC2002 program package.21 LocalSCF results were
collected by using the LocalSCF computer program.2 All
calculations were performed on a single CPU personal
computer equipped with an Intel Pentium-4 3.0 GHz proces-
sor with 1 GB of random access memory under the Microsoft
Windows XP operating system.

3. Results and Discussion
3.1. Regular Mode Calculation of Small Protein.
LocalSCF, MOZYME, and MOPAC calculations were per-
formed on the 20 insulin conformations, each consisting of
1247 atoms. From the very beginning, matrix diagonalization
calculations were unsuccessful because of the SCF conver-
gence problem. The convergence was especially problematic
on a dry protein. Preserving water molecules near ionized
amino acids somewhat helped to improve the SCF conver-
gence, but several conformations still remained problematic.
A solution was found to feed the LocalSCF density matrix
as an initial guess to the matrix diagonalization calculation.
After this, MOPAC calculations were converging quickly
in a few successive iterations, thereby confirming the good
quality of the LocalSCF density matrix.

Details of the computational results for each of the 20
insulin conformations for energy and dipole moment are
shown in Table 1 for the AM1 Hamiltonian. Synchronous

energy changes on the path from the first to the last
conformation indicate that the protein structure is in fact in
the process of equilibration. This conclusion is also supported
by a synchronous change in the dipole moment. The
incomplete equilibration is acceptable in this case because
the purpose of the classical MD simulation was to generate
realistic protein conformations for the subsequent comparison
of linear scaling methods of interest with matrix diagonal-
ization. As the data in Table 1 show, the absolute RMS
deviations of the conformational energy in reproducing
matrix diagonalization results are 0.41 and 0.60 kcal/mol or
0.9% and 3.8% for LocalSCF and MOZYME, respectively.
RMS deviations for the dipole moment are 0.07 and 0.09 D
for LocalSCF and MOZYME, respectively; both are in good
agreement with matrix diagonalization. Similar studies were
performed using other semiempirical Hamiltonians, and the
results are presented in Table 2. Additional data include
partial atomic charges, bond orders, and geometry gradients.
The RMS differences for scalar properties (energy, partial
atomic charges, and bond orders) are obtained from eq 1,
where indexi runs overN values of a property and indexc
runs overM protein conformations. The RMS differences
for vector values are calculated according to eq 2. Insulin
conformation number 1 is shown in Figure 1, illustrating
the water placement in the vicinity of ionized amino acids.

The data collected in Tables 1 and 2 demonstrate that

Table 1. AM1 Total Energy, Dipole Moment, and Conformational Energies of Insulin Conformations Containing 1247
Atoms.

conformational energyc

conf. LSCFRa MOZ12a MOPa LSCFRb MOZ12b MOPb LSCFR MOZ12 MOP

1 -7859.73 -7866.73 -7866.30 253.33 253.34 253.28
2 -7808.01 -7815.22 -7814.45 259.15 259.14 259.10 51.72 51.52 51.86
3 -7883.81 -7891.53 -7890.54 250.09 249.99 250.00 -75.80 -76.31 -76.10
4 -7838.84 -7846.53 -7845.51 224.07 224.02 224.02 44.97 44.99 45.04
5 -7777.99 -7786.06 -7784.70 259.18 259.24 259.13 60.85 60.48 60.81
6 -7842.35 -7849.25 -7849.19 211.81 211.76 211.75 -64.36 -63.20 -64.49
7 -7900.92 -7908.24 -7907.94 207.32 207.18 207.22 -58.57 -58.99 -58.75
8 -7871.47 -7879.05 -7878.29 247.39 247.44 247.32 29.45 29.20 29.65
9 -7864.70 -7873.22 -7871.67 275.46 275.45 275.36 6.78 5.82 6.62

10 -7889.75 -7897.31 -7896.69 225.83 225.80 225.74 -25.06 -24.08 -25.02
11 -7944.17 -7953.49 -7952.30 234.92 235.00 234.81 -54.42 -56.18 -55.62
12 -7878.29 -7886.17 -7885.26 202.73 202.75 202.67 65.89 67.32 67.05
13 -7895.03 -7902.26 -7902.03 194.59 194.55 194.51 -16.74 -16.09 -16.78
14 -7860.07 -7867.09 -7867.11 155.62 155.62 155.58 34.97 35.17 34.93
15 -7982.52 -7988.87 -7989.38 145.24 145.30 145.19 -122.46 -121.78 -122.27
16 -7970.14 -7977.65 -7976.99 151.29 151.29 151.23 12.39 11.22 12.39
17 -7903.43 -7911.07 -7910.33 174.45 174.51 174.40 66.71 66.58 66.66
18 -7848.29 -7856.44 -7855.14 161.91 161.99 161.83 55.14 54.63 55.20
19 -8005.24 -8013.12 -8012.40 197.49 197.50 197.42 -156.95 -156.68 -157.26
20 -7960.22 -7968.14 -7967.33 138.38 138.49 138.34 45.03 44.97 45.07

RMS 6.94 0.85 0.07 0.09 0.41 0.60
a Total energy, kcal/mol; LocalSCF (LSCFR), MOZYME (MOZ12), MOPAC (MOP); LocalSCF FMM is off; MOZYME cutoff for NDDO

approximation is 12 Å. b Total dipole, Debye. The dipole moment error is the module of the error vector |µjMOPAC - µj test| where the test represents
LocalSCF or MOZYME dipole vectors. c Conformational energy, kcal/mol. Ei
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LocalSCF systematically underestimates the total energy,
whereas MOZYME shows a good agreement with the matrix
diagonalization. The smallest LocalSCF RMS difference of
3.50 kcal/mol is observed for the MNDO Hamiltonian. The
largest difference of 10.50 kcal/mol is observed for the PM5
Hamiltonian, with AM1 and PM3 results being in the middle.
This difference in total energy between LocalSCF and
MOZYME is attributed to the difference in size of LocalSCF
and MOZYME LMOs, which are 30 and 150, respectively.
Supposedly, obtaining the energy limit requires adopting
larger LMOs by LocalSCF; however, shorter LMOs are
beneficial from a performance perspective. To find out
whether LocalSCF is able to produce meaningful computa-
tional results with short LMOs, other molecular properties
besides total energy have to be studied as well. The accuracy
in the prediction of conformational energy is one such
example. Here, the situation is quite different, with LocalSCF
energies being systematically more accurate than the

MOZYME ones. This might be because LocalSCF LMOs
are better converged. Indeed, because LocalSCF solves the
task of linear scalability variationally, the produced wave
function is the closest possible approximation to the target
wave function under the given constraint of LMO size,
whereas MOZYME LMO tail oscillations are harder to
control. The ability to accurately reproduce conformational
energies is extremely important when we think about the
prospective performance of the molecular dynamics simula-
tion of proteins at the semiempirical level. Overall, both
methods show good agreement with the matrix diagonaliza-
tion on conformational energies.

Another important aspect of comparison is to study how
well linear scaling methods reproduce electrostatic properties
and, namely, the electric dipole moment and partial atomic
charges, in comparison to the matrix diagonalization. Because
of the long-range nature of electrostatic forces, their accurate
description is especially critical for large biological systems.
In our analysis, the dipole moment differences are calculated
in the vector form using eq 2. This approach is shown to be
more sensitive to the errors in calculations of the dipole
moment.22 Because proteins have large dipole moments, even
a 1% error in orientation of the dipole vector may have
serious implications. Because insulin has a charge of+1,
the center of mass was taken as the origin for the dipole
moment calculation. In this study, both LocalSCF and
MOZYME show very good agreement with the matrix
diagonalization. LocalSCF is slightly better for the MNDO,
AM1, and PM3 Hamiltonians, whereas MOZYME shows
better results for the PM5 Hamiltonian. The situation with
partial atomic charges is also good, although LocalSCF is
in a little better agreement with the matrix diagonalization.
In turn, MOZYME is slightly better on the prediction of bond
orders. In all of these cases, the errors are well below the
accuracy of semiempirical methods.

The next property presented in Table 2 is geometry
gradients. Their accurate representation by linear scaling
methods is especially important, keeping in mind forthcom-
ing semiempirical MD simulations of proteins. Because the
absolute value of the gradient strongly depends on the
geometry of studied molecules, we perform an error analysis
in relative units of percent value. The differences are
calculated according to eq 3 in the vector form

Table 2. LocalSCF (LSCFR)a and MOZYME (MOZ12)b RMS Differences for 20 Insulin Conformations Containing 1247
Atoms in Comparison with Matrix Diagonalization in Their Regular Mode Settings

MNDO AM1 PM3 PM5

LSCFR MOZ12 LSCFR MOZ12 LSCFR MOZ12 LSCFR MOZ12

Etot
c 3.50 0.61 6.94 0.85 8.22 0.45 10.50 1.98

Econf
c 0.34 0.62 0.41 0.60 0.29 0.57 0.20 0.56

µd 0.04 0.10 0.07 0.09 0.09 0.09 0.12 0.07
Qnon-hydrogen

e 0.0002 0.0005 0.0002 0.0005 0.0003 0.0006 0.0002 0.0007
Qhydrogen

e 0.0001 0.0003 0.0001 0.0003 0.0001 0.0003 0.0001 0.0004
BOAB

f 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001
∇non-hydrogen,%g 0.36 0.61 0.42 0.60 0.63 0.60 0.85 1.09
∇hydrogen, %g 0.91 0.87 1.08 0.89 1.47 0.96 1.29 1.06
CPU time, sech 150 75 170 115 156 128 160 120
a FMM is off. b Cutoff for NDDO approximation is 12 Å. c Total and conformational energy differences, kcal/mol. d Dipole moment differences,

Debye. e Partial atomic charge differences, electron units. f Bond orders; only values larger than 10-6 were taken into analysis. g Geometry
gradient differences; percent to absolute value. h Average calculation time.

Figure 1. Insulin conformation #1 solvated by 100 molecules
of water (1247 atoms total), which are located in the vicinity
of the ionized amino acids, creating the total charge of +1.
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Here, LocalSCF shows more accurate geometry gradients
than MOZYME for heavy atoms for each Hamiltonian,
except PM3. For hydrogen atoms, MOZYME gradients are
systematically more accurate than LocalSCF for all Hamil-
tonians. In both of the cases, the LocalSCF and MOZYME
gradient errors are below 2% of the corresponding target
values, which is a good indication of reliability of both linear
scaling methods.

The last factor considered in this comparison is CPU time.
According to Table 2, the LocalSCF program using its default
settings is slower than MOZYME by a factor of 1.2-2.0.
This is because LocalSCF is optimized for large systems and
is, in part, due to difficulties of making two computer
programs run at the same level of accuracy, with the
LocalSCF program settings being tuned up for a better
agreement with matrix diagonalization and for a maximal
savings of computer memory. Moreover, the performance
comparison conducted on a small system may not be
representative of the real performance when applied to a
larger system. Because calculation time is critical for the
calculation of large molecules, the faster program modes and
larger systems will be considered further in this study.

To complete our analysis of the data presented in Table
2, we consider how well LocalSCF and MOZYME work
with particular Hamiltonians. In MOZYME calculations, the
MNDO, AM1, and PM3 Hamiltonians score equally with
slightly higher errors obtained for PM5. The difference
between the Hamiltonians is sharper in the case of LocalSCF.
Here, the least errors are observed for the MNDO Hamil-
tonian, followed by AM1, then PM3, and at last, PM5.
Because the AM1 Hamiltonian is considered to be of primary
interest among other semiempirical Hamiltonians for biologi-
cal applications,22-26 it is especially important that our results
confirm that AM1 does not introduce any particular com-
plications for the linear scaling regimen. Regarding the PM5
Hamiltonian, both LocalSCF and MOZYME results indicate
that PM5 makes more difficult in comparison to other
Hamiltonians the task of achieving the linear scaling regimen.

3.2. Fast Mode Calculation of Small Proteins.In the
above tests, LocalSCF calculations were performed with
Coulomb integrals treated explicitly. However, the straight-
forward calculation time of Coulomb integrals scales qua-
dratically with the number of atoms. This becomes unac-
ceptable for larger systems. This problem is addressed in
the LocalSCF program with the help of the fast multipole
method. The next series of LocalSCF and MOZYME
calculations on the insulin snapshots consisting of 1247 atoms
are performed in the fast program settings. LocalSCF
calculations were performed with the FMM option turned
on. The comparable faster mode of MOZYME is obtained
by setting the NDDO cutoff to 6 Å. FMM is not available
in MOPAC2002 program. Because the studied system is still
the same as the one used to collect data for Tables 1 and 2,
the existing matrix diagonalization data were used as

reference data here as well. The obtained results are
summarized in Table 3.

As in the previous tests, the total energy is underestimated
by LocalSCF; however, all of the relative properties are well-
reproduced. MOZYME energy differences in the fast mode
also grew larger. Again, both linear scaling methods show
the largest differences with the matrix diagonalization when
the PM5 Hamiltonian is employed. Here, the difference is
larger for MOZYME, which is unusual. Similar to the
previous test, the LocalSCF conformational energies are in
better agreement with matrix diagonalization than the ones
calculated by MOZYME for all of the Hamiltonians,
including PM5. LocalSCF dipole moments are more accurate
for all Hamiltonians except PM5, where MOZYME is a little
more accurate. Partial atomic charge differences are smaller
for LocalSCF. Bond orders are equally good for both
methods. A comparison of the data shown in Tables 2 and
3 indicates that, with the exception of the PM5 Hamiltonian,
LocalSCF in its fast mode (Table 3) still provides more
accurate conformational energies, dipole moments, and
partial charges than MOZYME in its regular mode (Table
2). For the programs in their fast mode, the gradients are
systematically more accurate in MOZYME with LocalSCF
errors twice as large on average. The largest RMS differ-
ences in LocalSCF gradients are observed for the PM5
Hamiltonian.

In contrast to LocalSCF, where regular and fast modes
are different by turning off and on the FMM mode, the
MOZYME program fast mode employs a reduced criterion
for NDDO approximation (6 vs 12 Å), and therefore, the
increase of MOZYME gradient errors comes entirely from
the SCF part of the calculation. This allows us to compare
LocalSCF gradient errors from Table 2 to MOZYME
gradient errors from Table 3, because both are coming from
the corresponding linear scaling replacement of the matrix
diagonalization. As the data show, the gradient errors due
to the MOZYME alternative to diagonalization in the fast
mode (Table 3) are larger than the LocalSCF errors (Table
2). The errors are also subject to computer implementation
of the algorithms, the factor which complicates the analysis
of the differences. Overall, the errors due to LocalSCF and
MOZYME linear scaling solutions are relatively small. Our
work to reduce gradient errors is in progress and will be
reported in a subsequent publication. As in the case of the
default program settings (Table 2), LocalSCF in fast program
settings is slower than the corresponding fast mode of
MOZYME (Table 3); however, the LocalSCF program in
the fast mode is in better agreement with matrix diagonal-
ization for conformational energies, dipole moments, and
partial atomic charges than MOZYME in default (accurate)
settings for all Hamiltonians except PM5.

3.3. Fast Mode Calculation of Protein in a Water Box.
The hydrated insulin samples calculated above consisted of
1247 atoms each. These are quite small systems in com-
parison to the number of atoms normally treated in biomo-
lecular simulations by modern macromolecular force fields.
It might be expected that, for such a relatively small system
of 1000 atoms, many linear scaling methods may perform
equally well. Indeed, LocalSCF and MOZYME in the above
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tests showed similar performances and comparable levels of
agreement with matrix diagonalization. To see a difference
between these two methods by CPU time and memory
consumption, one should consider a bigger system for the
tests. One of the practical challenges driving the development
of linear scaling QM methods is to enable realistic calcula-
tions of large biological systems in their physiological
environment, for example, quantum-mechanical simulations
of biological macromolecules in the condensed phase.
Although this goal is not yet quite achieved, it would be
interesting to compare the performance of the LocalSCF and
MOZYME methods on the insulin placed in a large water
box, which we used in a classical MD simulation for the
purpose of the generation of insulin conformations. A total
of 20 snapshots containing 20 058 atoms (Figure 2) were
considered in the test. The LocalSCF and MOZYME

programs were used in their fast modes as described above.
These results are compared with conformational energies,
dipole moments, and partial atomic charges calculated by
LocalSCF in default settings (LSCFR) because the latter
shows the best agreement with matrix diagonalization
according to Tables 2 and 3. The reference LSCFR calcula-
tions required 198 MB of memory and 34 826 s of CPU
time per box for the AM1 Hamiltonian, whereas MOZ12
calculation required 1500 MB of memory, which did not fit
into 1 GB of the available memory.

The analysis of the performed calculations is presented in
Table 4. Use of the FMM in a LocalSCF calculation resulted
in significant deviations of LSCFF results from the reference
data for the PM5 Hamiltonian, whereas existing FMM
implementation worked well for all other Hamiltonians.
LSCFF conformational energies are in much better agreement
with reference data than the MOZ6 results. Similarly, LSCFF
dipole moments are closer to the reference data than the
MOZ6 ones. Deviations of partial atomic charges are all
below 0.002 electron units for both methods, with MNDO
and AM1 Hamiltonians favoring the MOZYME method and
PM3 favoring the LocalSCF one. LSCFF calculation is about
3-fold faster than MOZ6 and 3-fold more economical in
memory requirement.

The computational advantage of the VFL approximation,
LocalSCF linear scaling solution, and short LMOs extends
beyond the test cases discussed in this work. For example,
performing LocalSCF calculations with disabled LMO
expansion on the insulin in a water box provides an additional
3-fold speedup for the AM1 Hamiltonian with an average
LMO size of 23 atomic centers. However, it is not yet clear
whether the existing semiempirical Hamiltonians will remain

Table 3. LocalSCF (LSCFF)a and MOZYME (MOZ6)b RMS Differences for 20 Insulin Conformations Containing 1247
Atoms in Comparison with Matrix Diagonalization in Their Fast Mode Settings

MNDO AM1 PM3 PM5

LSCFF MOZ6 LSCFF MOZ6 LSCFF MOZ6 LSCFF MOZ6

Etot 4.39 4.15 7.73 2.37 8.25 1.14 18.35 23.71
Econf 0.37 1.39 0.55 1.38 0.37 1.23 1.40 1.74
m 0.03 0.17 0.06 0.16 0.08 0.15 0.12 0.11
Qnon-hydrogen 0.0005 0.0014 0.0005 0.0016 0.0006 0.0020 0.0019 0.0021
Qhydrogen 0.0002 0.0008 0.0002 0.0009 0.0002 0.0009 0.0007 0.0009
BOAB 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
∇non-hydrogen,% 3.49 1.56 3.73 1.64 4.03 1.59 7.73 3.09
∇hydrogen,% 4.81 2.51 6.87 2.59 4.44 2.64 9.03 3.36
CPU time, sec 102 49 104 60 111 75 111 68
a FMM turned on. b Cutoff for NDDO approximation is 6 Å.

Figure 2. Snapshot #1 of insulin in a water box (20 058
atoms) with total charge 0 neutralized by chloride counterions.

Table 4. LocalSCF (LSCFF) and MOZYME (MOZ6) in Their Fast Mode Settings; RMS Differences for 20 Insulin-Water
Boxes Containing 20 058 Atoms in Comparison with LocalSCF in Accurate Settings (LSCFR)

MNDO AM1 PM3 PM5

LSCFF MOZ6 LSCFF MOZ6 LSCFF MOZ6 LSCFF MOZ6

Econf, kcal/mol 4.07 32.75 5.42 25.56 1.94 23.82 54.06 16.33
µ, Debye 0.86 3.71 1.13 3.50 0.22 3.40 10.15 2.00
Qnon-hydrogen, e 0.0013 0.0010 0.0016 0.0010 0.0003 0.0012 0.0157 0.0013
Qhydrogen, e 0.0009 0.0008 0.0011 0.0008 0.0002 0.0008 0.0109 0.0009
CPU time, sec 3707 10039 4018 11682 5824 19035 5560 14388
memory, MB 241 816 256 816 283 816 270 816
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valid for such extremely short LMOs. New semiempirical
parameters are necessary in order to utilize in full the
performance advantages of the extremely short LMOs.

Conclusions
Linear scaling LocalSCF and MOZYME methods were
studied in this work with respect to computational perfor-
mance and the ability to reproduce matrix diagonalization
results. Both diagonalization alternatives were found to
reliably reproduce the target data for the MNDO, AM1, and
PM3 Hamiltonians with the differences staying below a
typical accuracy of semiempirical methods. Somewhat, larger
differences between linear scaling and diagonalization results
were observed for the PM5 Hamiltonian, pointing to the
higher level of difficulty introduced by the PM5 Hamiltonian
for the linear scaling LocalSCF and MOZYME methods. In
the advent of modern linear scaling methods, future efforts
on the development of new semiempirical Hamiltonians for
biological applications should ideally target the task of
facilitating the linear scaling. The performed tests indicate
that MOZYME is more accurate in the prediction of total
energy, which is systematically underestimated by LocalSCF
due to the employment of relatively short LMOs. However,
the LocalSCF method is shown to be more reliable in the
prediction of conformational energies, dipole moments, and
atomic charges, thereby supporting the conclusion about the
predictive abilities of the LocalSCF approximation for the
linear scaling problem. The increase of the LocalSCF
geometry gradient errors in the FMM mode points to the
need for the better optimization of the LocalSCF-FMM
interface. For the large box of insulin in water, containing
20 058 atoms, the LocalSCF computer program is about
3-fold faster and 3-fold more economical by memory in
comparison to the MOZYME program. However, the relative
performances obtained are only rough estimations of the true
capabilities of the LocalSCF and MOZYME theoretical
methods because the details of their computer implementa-
tions cannot be entirely eliminated from influencing the test
results. Also, the performed tests are limited to the studied
systems, and the proposed methodology of the comparison
should be applied to other molecular systems before the final
conclusions can be drawn for a general case.
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A Second Look at Canonical Sampling of
Biomolecules Using Replica Exchange Simulation.
[J. Chem. Theory Comput. 2, 1200-1202 (2006)]
Daniel M. Zuckerman and Edward Lyman

Pages 1200-1202. Our recent Letter describing several
factors which could limit the efficiency of the replica
exchange (RE) approach, while mostly accurate to our
knowledge, contains an important error of logic. When we
correct our picture of the RE approach, our previous fairly
negative assessment of RE must be amended to become more
positive. We believe all our specific ‘Observations,’ except
Obs. V, are correct, although the text followingObs. III
and at the end of the table’s caption are not correct.

Our Letter effectively equated sampling efficiency with
‘speed’ - - by which we meant the rate at which a simulation
diffuses through configuration space. While our assessment
of speed as such appears to have been correct, it does not
properly reflect the true goal of canonical sampling: to
sample all energy basins with the appropriate frequencies
(probabilities). In RE, every level can sample new basins,
which in turn can be ‘transmitted’ to the canonical ensemble
desired for temperatureT0. Therefore, one can expect an
overall improVementin canonical efficiency by a factor of

whereka(T) is the Arrhenius rate for temperatureT as defined
in our recent Letter. This new relation accounts for the basin-
hopping rates of all levels. Of course, inefficiencies in
transmitting new basins to theT0 ensemble will causef <
fmax.

What is the overall outlook for biomolecular systems? The
(fully correct) table entries from our Letter suggest 1< fmax

< 10 for barriersj6kBT and maximum temperaturesTM <
500 K. By this analysis, assuming modest barriers and
maximum temperatures for biomolecular systems, RE is
clearly much more promising than suggested in our original
Letter. Whether it is sufficient for canonical sampling of large
biomolecular systems remains an open question, however.
Additional discussion of this issue can be found at our Web
site, http://www.ccbb.pitt.edu/Zuckerman/.

We would especially like to thank Paul Maragakis who
brought eq 1 to our attention.
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f < fmax ∼ (M + 1)-1 ∑
i)0

M

ka(Ti)/ka(T0) (1)
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